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Abstract

Recommender systems aim to estimate item ratings and recommend items based

on the users’ interests. The traditional recommender systems generally consider

user-item rating information for rating prediction, but they suffer from vari-

ous limitations, such as data sparsity, black-box recommendation, and cold-start

problems. As a result, researchers have proposed amalgamating contextual in-

formation with rating data to provide effective recommendations. Although

user-generated data in the form of reviews are a rich source of contextual infor-

mation, they are rarely utilized in recommender algorithms. This study presents

a hybrid recommendation technique, called RecTE, using rating data and topic

embedding, which is an amalgamation of word embedding and topic modeling

techniques. The novelty of RecTE lies in predicting item ratings using topic em-

beddings learned by incorporating local and global contextual information and

integrating them with user-based collaborative filtering. RecTE is empirically

evaluated over three real-world datasets – YelpNYC, YelpZip and TripAdvisor.

This technique performs significantly better in comparison to nine baselines

and five state-of-the-art recommendation techniques. On empirical analysis, we

found that incorporating topic embedding in RecTE makes it capable of perform-

ing significantly better and handle cold-start problems effectively in comparison

to the existing recommendation approaches.

Keywords: Collaborative Filtering, Topic Modeling, Word Embedding, Topic

Embedding, Cold-Start

1. Introduction

With the development of Web 2.0 and the explosive growth of the Internet,

abundant information is available on the Web. Hundreds of thousands of e-

commerce merchants sell and purchase countless products, such as movies, mu-

sic, books, grocery items, electronic gadgets, hotels, and tourist destinations.
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Each one of these products generates a considerable amount of information,

such as product details, user profiles and their reviews, causing the information

overload problem. The information overload problem demands a personaliza-

tion system to recommend items based on the users’ requirements and interests

(Sejwal & Abulaish, 2021). Recommender systems play a vital role in infor-

mation filtering and they are mainly used by the e-commerce organizations. A

traditional recommender system is generally considered as a 2-dimensional map-

ping function R : user × item → rating, which predicts ratings based on the

historical ratings of the similar users. However, this system suffers from vari-

ous limitations, such as data sparsity, black-box recommendation, and cold-start

problems that degrade the recommendation efficacy (Sejwal et al., 2020).

To deal with the aforementioned issues, many researchers have used embed-

ded textual information within user reviews for rating prediction. The user re-

views are generally categorized as specific reviews and generic reviews (Bauman

& Tuzhilin, 2014). In specific reviews, users express their personal experience

on different aspects of the items, such as food, room quality, location, gym,

and room service. From another aspect, generic reviews represent the overall

impression of the users about the items. On analysis, specific reviews provide

more contextual information, and they can be used for efficient user and item

profiling.

Similarly, a text corpus contains local and global contextual information.

The local context models a language from a local viewpoint in such a way that

the semantically similar words are closer to each other. Local contextual in-

formation can be extracted using word embedding models, such as Word2Vec

(Mikolov et al., 2013) and Neural Probabilistic Language Model (NPLM) (Ben-

gio et al., 2003). The word embedding models are used to learn linguistic and

semantic regularities in a text corpus. The assumption behind the word em-

bedding model is based on the fact that co-occurring words are contextually

related to each other. In addition, they exhibit similar semantic properties in

the corpus. In the existing literature, researchers have effectively used the local

contextual models for user and item modeling in recommender systems, such as
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venue recommendation (Manotumruksa et al., 2016) and music recommendation

(Cheng et al., 2017). From another aspect, the global context represents the

overall thematic orientation of a corpus modeled using various topic modeling

techniques, such as Non-negative Matrix Factorization (NMF), Latent Dirichlet

Allocation (LDA) (Blei et al., 2003), and Latent Semantic Indexing (LSI) (Liu

et al., 2016). For global context, modeling of documents and topics is done in

the form of topics distribution and multinomial words distribution, respectively.

Similar to the local context, the global context is also used for user and item

profiling to further enhance the recommendation accuracy. Although local and

global contexts improve the rating prediction accuracy, both have certain lim-

itations. The local context captures only local contextual information because

they only consider words that are semantically and syntactically related and

ignore those words that contribute globally. The local context is also affected

by window size and review length because a small window ignores far away

co-occurring words, whereas a long review hampers the information extraction

efficiency. From another aspect, global context considers the overall contribu-

tions of the words toward topic generation, ignoring the semantic association

between the words.

In the existing literature, many approaches exist for designing recommender

systems using either local or global contextual information. However, to the

best of our knowledge, no study has utilized both local and global contexts ex-

tracted from the specific and generic reviews for recommendation. We believe

that incorporating both contexts will find more similar users, thereby improving

the accuracy of the recommendation systems. Accordingly, this study presents

a hybrid recommendation technique, called RecTE, which predicts ratings using

a user-based collaborative model based on rating data and topic embedding,

which exploits local and global contexts. The motive behind incorporating

both contexts is to learn better word embeddings and improve topic discovery

(Huang et al., 2008). RecTE is empirically evaluated on three publicly avail-

able datasets – YelpNYC, YelpZip, and TripAdvisor, containing user reviews

and other related information using various error-based, decision support-based,
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and rank-based evaluation metrics. Incorporating topic embedding, which is an

amalgamation of word embedding and topic modeling, improves the overall per-

formance of RecTE. On empirical analysis, RecTE shows better performance in

comparison to the standard recommendation approaches to handle the cold-start

problem.

In short, the main contributions of this study can be summarized as follows:

• Presenting a novel recommendation approach, RecTE, which uses rating

data and topic embedding and incorporates them into user-based collab-

orative filtering for effective rating prediction and handle cold-start prob-

lem.

• Empirically assesses the impact of topic embedding on recommendation,

in comparison to the word-level and document-level embeddings.

• Empirically evaluates the proposed recommendation approach over mul-

tiple real-world datasets and presents a comparative analysis with several

state-of-the-art and baseline approaches.

• Empirically assesses the effectiveness of the proposed recommendation ap-

proach to deal with the cold-start problem.

The rest of the paper is organized as follows. Section 2 presents a con-

cise review of the word embedding and topic modeling-based recommendation

techniques. Section 3 presents the functional details of the proposed RecTE,

including local and global contexts learning, collaborative model design, and

rating prediction using user-based collaborative filtering. Section 4 presents the

experimental set up and evaluation results. Finally, section 5 concludes the

study with future directions of research.

2. Related Work

This section presents a review of the existing literature on recommender sys-

tems. As one of the unique features of RecTE lies in the use of topic embedding,
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which is an amalgamation of word embedding and topic modeling, we have

divided the literature survey into two parts, namely, word embedding-based

recommender systems and topic modeling-based recommender systems.

Notation Description

D Document-term matrix

K Number of topics

E Dimension of the embedding space

N Number of documents

U Document-topic matrix

U ′ Topic-term matrix

V Number of terms

M Word co-occurrence matrix

W Word embedding matrix

W ′ Context word embedding matrix

T Topic embedding matrix

tk kth topic embedding

u′
v vth word topic distribution

w′
v vth word context embedding

Table 1: Basic notations and their descriptions

2.1. Word Embedding-Based Recommender Systems

Word embeddings are used to represent words in a low-dimensional vector

space by learning semantic regularities and linguistic information by analyzing

the local word co-occurrence information in a large text corpus. In natural lan-

guage processing, word embeddings were introduced as a NPLM (Bengio et al.,

2003), and later on, many approaches were proposed to improve its efficacy

(Collobert et al., 2011). Word embeddings can be categorized as frequency-

based and prediction-based embeddings. In frequency-based embeddings, the

frequency of the words is used to find the semantic similarities, such as word co-

occurrence and tf-idf. From another aspect, Continuous Bag of Words (CBOW)
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and skip-gram models (Mikolov et al., 2013) are based on the context word and

word prediction methods. Popular techniques, such as Word2Vec and LSI, (Deer-

wester et al., 1990) are frequently used for converting text corpora into word

vectors. Recently, Matrix Factorization (MF) methods are gaining more recog-

nition in recommender systems because MF is capable of handling large datasets

using low-rank approximation techniques. As word embeddings also use low-

dimensional vector space representation for the words, incorporation of word

embeddings into the existing recommender systems can further improve their

prediction accuracy. However, recommender systems using MF models suffer

from the data sparsity problem, wherein users rate very few items. To handle

this issue, authors in (Manotumruksa et al., 2016) introduced a regularized MF

model for venue recommendation that incorporates social network information

and word embeddings learned from review documents for calculating the simi-

larity among the users. Musto et al. (Musto et al., 2016) introduced a Content-

Based Recommender System (CBRS), wherein word embeddings are learned

from the Wikipedia data. The learned word embeddings are later used to de-

sign various baseline techniques for comparative analysis. In continuation, they

proposed a Deep Content-Based Recommender System (DeepCBRS) (Musto

et al., 2018) that learns effective representations of items based on the textual

features identified from Linked Open Data (LOD). In addition to using tex-

tual data, in some studies, word embeddings are constructed from non-textual

data for developing rating prediction and recommendation systems. Ozsoy (Oz-

soy, 2016) used word embeddings generated from non-textual features, such as

check-in and check-out data of the users for hotel recommendations. Sheu and

Li (Sheu & Li, 2020) proposed a Context-Aware Graph Embedding (CAGE)

model that constructs a knowledge graph to extract semantic-level information

for a news-based recommender system. Liu et al. (Liu et al., 2019) proposed a

Dual Attention Mutual Learning (DAML) recommender system that used both

ratings and reviews for recommendation. DAML uses local and mutual atten-

tion to learn features from reviews, that are integrated with rating features for

item prediction. Liu et al. (Liu et al., 2021) introduced a multi-task recommen-
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dation model based on dual attention, which integrates user ratings, reviews,

and review helpfulness votes for rating prediction.

2.2. Topic Modeling-Based Recommender Systems

The recommender system uses user preferences, profiles, tastes, history,

and interactions to recommend the most relevant items. Generally, a two-

dimensional recommender system is defined as R : user × item → rating.

Topic modeling is generally used to generate topics from a collection of doc-

uments. The assumption behind topic modeling is that each text document

and each topic are a mixture of topics and distribution of words, respectively.

Latent Dirichlet Allocation (LDA) (Blei et al., 2003) and Latent Semantic In-

dexing (LSI) are the two most popular techniques for generating topics from

text documents. The MF approach is commonly used in topic modeling and

factorizes document-term matrix into two lower dimensional matrices. One of

the most common algorithms used in MF is the Stochastic Gradient Descent

(SGD), which incorporates topic models to extract latent features (Tan et al.,

2016). Jing et al. (Jing et al., 2015) used Laplace distribution for the factor-

ization of matrices that are later used for topic generation. Then, Chen et al.

(Chen et al., 2014) introduced a collaborative model that used topic modeling

to mine user and item contents. Hu and Ester (Hu & Ester, 2013) presented a

location-based recommender system, wherein they used topic modeling to find

textual and spatial aspects of the users for predicting their locations. Wang and

Blei (Wang & Blei, 2011) introduced collaborative filtering-based recommender

system that recommends scientific articles to users using probabilistic topic mod-

eling. The proposed approach in (Wang & Blei, 2011) used users’ and items’

latent features to recommend existing and upcoming scientific articles. Zhang et

al. (Zhang et al., 2019) introduced a Dynamic Attention Integrated Neural Net-

work (DAINN) model for news-based recommendations. DAINN jointly exploits

users main purpose in the current session, user behavior sequence patterns, and

users long-term interests to find their tastes. Topic modeling is used to build

topic space for users to compute their long-term interests. Pena et al. (Pena
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et al., 2020) used textual reviews and topic modeling to generate topic space,

which is used to construct user and item embeddings for recommendations.

3. Proposed Recommendation Approach

This section presents the functioning details of our proposed recommenda-

tion approach, RecTE, which consists of four different functionalities – (i) review

categorization, (ii) local and global contextual information extraction, (iii) topic

embedding learning, and (iv) user similarity computing and rating prediction.

Further details about these functionalities are presented in the following sub-

sections.

Figure 1: An exemplar (a) generic review, and (b) specific review

3.1. Review Categorization

This section presents the process of categorizing reviews into two classes –

specific and generic reviews. Specific reviews describe the particular experience

of the users containing detailed information about their visits, e.g., visiting

a hotel, restaurant, or a tourist place. From another aspect, generic reviews

present a general overview and an overall impression of the users. Figure 1

shows an example of specific and generic review. From these reviews, the spe-

cific review presents a rich set of contextual information about various entities,
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Figure 2: Work-flow of the proposed RecTE system

such as companion, meal-time, and services, whereas the generic review only

presents the general experience of the user toward the item (restaurant, hotel,

gadget). Therefore, specific reviews can be effectively used to extract both local

and global contexts. In text-based recommendation approaches, the similarity

between users is computed using ratings and contexts extracted from their re-

views. One of the major issues with such approaches is that they do not consider

review characterization for computing user-based similarity. For example, as-

sume that two users write reviews on the same set of items; the first user shares

his/her overall experience, whereas the second user provides contextual infor-

mation by writing on different aspects of the items. In this scenario, both users

may be similar in terms of rating because they provided the ratings to a similar

set of items. However, they are not similar based on their reviews because they

both have expressed completely different aspects of the items. Therefore, we

have modeled each review document as a feature vector using a modified set of

features given in (Bauman & Tuzhilin, 2014) and described as follows.

• LogWords: logarithm of the total words present in a review plus 1.
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• VBDSum: logarithm of past tense verbs present in a review plus 1.

• VSum: logarithm of the total numbers of verbs used in a review plus 1.

• PronounRatio: logarithm of the ratio of personal pronouns to the total

number of words in a review plus 1.

• VerbRatio: ratio of VBDSum to VSum.

Finally, we have applied the k-means clustering algorithm to categorize re-

view documents into specific and generic categories.

3.2. Local and Global Contextual Information Extraction

In this section, we discuss the local and global contexts extraction process

that is later used for generating a collaborative model to learn topic embeddings

from specific and generic review documents. We also present a description of dif-

ferent matrices viz. term-document, word co-occurrence, and topic embedding

matrix generated using word embedding and topic modeling techniques.

3.2.1. Local Contextual Information Extraction

Local contextual information is embedded within a text corpus and can be

extracted using the word embedding approaches, which are neural network-

inspired models, such as the CBOW and skip-gram model. CBOW predicts

the current word using the set of contextual words that appear within a fixed-

size window, whereas the skip-gram model predicts the contextual words co-

occurring in a window using the current word. For each word w, the skip-gram

model learns two embeddings, namely, input embedding (target word embed-

ding) for input matrixW ∈ �E×V and output embedding (context word embed-

ding) for output matrix W ′ ∈ �E×V , where E is the dimension of embedding.

The concatenation of these two embedding matrices is equivalent to the word

co-occurrence matrix M of size |V | × |V |, as shown in Eq. (1), where each

mi,j ∈ M represents an association between the input and output embeddings.

M ≈ WTW ′ (1)
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In (Levy & Goldberg, 2014), authors observed that the skip-gram model is

optimized when the word co-occurrence matrix M is replaced with the shifted

version of the positive point-wise mutual information (SPPMI) matrix, as given

in Eq. (2), where w1 and w2 represent the current and context words, re-

spectively. The SPPMI between w1 and w2 is computed using Eq. (3), where

point-wise mutual information (PMI) represents the association between w1 and

w2 in terms of joint and marginal probabilities, as given in Eq. (4).

M = SPPMI(w1, w2) (2)

SPPMIk(wi, wj) = max{PMI(wi, wj)×N − logk, 0} (3)

PMI(wi, wj) = log
P (wi, wj)

P (wi)P (wj)
(4)

The objective function for the factorization of SPPMI based on the word

co-occurrence matrix M is presented in Eq. (5), where ||W ||2 and ||W ′||2 are

the regularization terms and λt is a parameter used to avoid over-fitting by

penalizing the magnitudes of the regularization terms.

Llocal = ||M −WTW ′||2 + λt(||W ||2 + ||W ′||2) (5)

3.2.2. Global Contextual Information Extraction

Global contextual information extraction represents topics that are embed-

ded in a set of documents and can be extracted using various topic modeling

techniques, such as LDA, NMF, and PLSA. In topic modeling, documents are

represented as a distribution of topics, and topics are represented as a multi-

nomial distribution of words. In NMF, a document-term matrix D ∈ �V×N

is decomposed into two matrices as D ≈ UU ′, where V and N represent the

number of terms and documents, respectively; U ∈ �K×N and U ′ ∈ �K×V

represent the document-topic and topic-term matrices, respectively; and K rep-

resents the total number of topics. The objective function for the factorization
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of the document-term matrix D is presented in Eq. (6), wherein the first term

represents the minimization of the mean square error, and the second term

avoids the over-fitting by penalizing the magnitudes ||U ||2 and ||U ′||2.

Lglobal = ||D − UTU ′||2 + λt(||U ||2 + ||U ′||2) (6)

One of the major issues with topic modeling is the instability of the topics,

i.e., at each iteration, the topic modeling technique generates different topics

from the same set of documents. In this study, we have used NMF-based en-

semble topic modeling presented in (Belford et al., 2016) to avoid the instability

issue.

3.3. Topic Embedding Learning

In this section, we present the process of topic embedding learning through

the collaborative modeling of local and global contextual information discussed

in the previous sections. The motive behind including local and global contexts

is that the words which are semantically related to each other contribute toward

the generation of word embedding and topic modeling. Therefore, in line with

(Xun et al., 2017), we learn word embedding and topic modeling from specific

and generic reviews. To form a collaborative model and generate topic embed-

ding, the topic-term matrix U ′ is factorized into context word embedding and

topic embedding matrices. The objective function for the factorization of topic-

term matrix U ′ is presented in Eq. (7), where ||T ||2 and ||W ′||2 are the topic

embedding and context word embedding regularization terms, respectively.

Lcm = ||U ′ − TTW ′||2 + λt(||T ||2 + ||W ′||2 (7)

Lcm =

K,V∑
k=1v=1

(u′
k,v − tTkw

′
v)

2 + λt(

K∑
k=1

tTk tk +

V∑
v=1

w′T
v w′

v) (8)

The collaborative model presented in Eq. (7) shows that the topic-term

matrix U ′ is used to derive the global context model, whereas the context word

embedding matrix W ′ helps to generate the local context and collaborative
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models. The collaborative model in Eq. (7) can further be generalized using

the relevant components of the language model. A generalized form of the

collaborative language model is presented in Eq. (8) in which the gradient of

the collaborative model can be computed with respect to tk as follows.

∂Lcm

∂tk
= 2

V∑
v=1

(u′
kv − tTkw

′
v)(−w′

v) + 2λttk = 0

=⇒
V∑

v=1

(u′
kv − tTkw

′
v)(−w′

v) + λttk = 0

=⇒ tk = (

V∑
v=1

w′T
v w′

v + λtkI)
−1(

V∑
v=1

u′
kvw

′
v) (9)

Similarly, Eqs. (5) and (6) can further be expanded to compute word and

topic embeddings, respectively, which are used later to update tk in Eq. (9).

3.4. User Similarity Calculation and Rating Prediction

In this section, we present the user similarity calculation and rating predic-

tion using the topic embeddings generated in section 3.3. As discussed earlier,

we have used user-based collaborative filtering to identify top-k users that are

similar to user u (i.e., Un
u ) for item i. The identified top-k users have their

historical data in terms of reviews and ratings on various items. Using Eq. (9),

topic embedding vectors Tu are generated for each user, as given in Eq. (10).

Following the generation of the topic embeddings, Eq. (11) calculates the simi-

larity between every pair of users u and v, represented as TESim(u, v), where

Sim() is the similarity function which computes Cosine similarity using the

topic embedding vectors Tu and Tv; and Iu and Iv represent the sets of items on

which users u and v have respectively provided their reviews. Thereafter, in line

with (Schafer et al., 2007), the similarity values of the top-k users are combined

with their rating values (if available) on the overlapping items of users u and v
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using Eq. (12), where Un
u represents the top-n users that are similar to u, and

rv is the true rating value provided by user v.

Tu =

n,K∑
j=1,k=1

tk(revuj) (10)

TESim(u, v) =

∑
m∈Iu∩Iv

Sim(Tum, Tvm)

|Iu ∩ Iv|
(11)

r̂ui =

∑
v∈Un

u
TESim(u, v)rv∑

v∈Un
u
|TESim(u, v)| (12)

One major issue with Eq. (12) is that it can not handle biased users who

knowingly give high or low ratings to some specific items, affecting the pre-

dictions of the recommender systems. Therefore, we have modified Eq. (12)

by adding a first-order approximation to nullify the effect of the biased users

(Schafer et al., 2007), as shown in Eq. (13), where bui = μ+ bu + bi, bu and bi

are the user and item differences with respect to the overall average ratings of

the items, and μ is the items’ mean rating.

r̂ui = bui +

∑
v∈Un

u
TESim(u, v)rv∑

v∈Un
u
|TESim(u, v)| (13)

Similarly, to avoid overfitting issue, a regularized model presented in (Hu

et al., 2008; Koren, 2010) is used to handle the loss function, as shown in Eq.

(14), where K represents the rating set and ||.|| is the Frobenius norm. The

first term in this equation computes the mean square error, which measures the

squared difference between the actual and predicted ratings. The regularized

model helps to learn the best fit rating values of user deviation bu and item de-

viation bi. From another aspect, the second term constitutes the regularization

terms λa(||bu||2) and λb(||bi||2) to avoid the overfitting issue by controlling the

size of the parameters.

L = min
∑

(ui)∈K
(rui − bui)

2 + λ(||bu||2 + ||bi||2) (14)
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To compute the values of bias terms bu and bi, the authors in (Hu et al.,

2008; Koren, 2010) proposed an approach that uses the overall average rating

of items. The major issue with the proposed solution is that they are not

accurate methods for predicting the ratings. To handle this issue and compute

regularization parameters, Stochastic Gradient Descent (SGD) or Alternating

Least Squares (ALS) (Zhou et al., 2008) methods can be applied in Eq. (14).

In this study, we use ALS to compute the regularization parameters because (i)

ALS performs better on sparse data, (ii) it is scalable over large datasets, and

(iii) it can perform parallel execution in comparison to other approaches.

4. Experimental Setup and Results

In this section, we explain the experimental evaluations of the proposed

RecTE approach. We first present a brief explanation of the three datasets

used in our experiments. Thereafter, we explain various evaluation metrics,

baselines, and state-of-the-art methods, and the performance evaluation of the

RecTE and other comparative methods. We also present an analysis of top-

k users on all three datasets. Finally, we present a comparative evaluation of

RecTE to handle cold-start problem. In summary, we aim to answer the following

research questions:

• RQ1: How does RecTE perform in comparison to the baselines and state-

of-the-art methods?

• RQ2: What is the impact of finding top-k similar users in terms of rating

prediction?

• RQ3: How does topic embedding used in the RecTE model for rating pre-

diction perform better than word-level and document-level embeddings?

4.1. Dataset Description

To evaluate the effectiveness of RecTE, we demonstrate experiments over

three real-world datasets – YelpNYC, YelpZip, and TripAdvisor. The first
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and second datasets are associated with Yelp1, a crowd-sourced review forum

that allows users to write reviews on hotels and restaurants. Yelp contains

review information related to restaurants, shopping, nightlife, automotive, home

services, beauty and spa, and active life. In this study, we use the restaurant

dataset for experimental evaluations. The restaurant review dataset contains

information related to user check-ins, business, user information, tip, and user

reviews. The third dataset is from TripAdvisor, a Web platform that provides

accommodation and booking services for various hotels and restaurants and

permits users to share their views. Table 2 shows a brief statistics of the datasets,

and a brief description is presented in the following paragraphs.

• YelpNYC: The YelpNYC dataset was collected and used by (Rayana &

Akoglu, 2015) and contains reviews on hotels and restaurants in the New

York city area. It contains 359, 052 reviews written by 160, 225 users on

923 items. The number of reviews per user and item is 2.24 and 389,

respectively.

• YelpZip: The YelpZip dataset used zip code to collect reviews on various

hotels and restaurants located in Pennsylvania, New Jersey, Connecticut,

and Vermont (Rayana & Akoglu, 2015). It contains 608, 598 reviews writ-

ten by 260, 277 users on 5, 044 items. The number of reviews per user

and item is 2.33 and 120.65, respectively, which is low in comparison to

YelpNYC.

• TripAdvisor: The TripAdvisor is a restaurant and hotel-related Web

forum which is used for accommodation booking, reviewing, and other

travel-related content. We used the TripAdvisor dataset generated in

(Wang et al., 2011) for aspect-based rating analysis. It contains 407, 416

reviews written by 290, 323 users on 1, 188 items. The number of reviews

per user and item is 1.40 and 342.94, respectively.

1https://www.yelp.com/dataset
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4.2. Experimental Settings

This section discusses the evaluation metrics, baselines methods, state-of-

the-art methods, and parameter settings used to perform experiments and a

comparative analysis of RecTE with other standard approaches.

4.2.1. Evaluation Metrics

In this study, we have used three different types of standard evaluation

metrics, which are briefly described in the following paragraphs.

• Error-based metrics: These metrics compute an absolute deviation be-

tween the actual and predicted ratings to find errors. We have used two

error-based metrics – MAE and RMSE. MAE is calculated as the mean

of the prediction errors, which are the deviation between the true values

and the predicted values in a test dataset (Herlocker et al., 2004). RMSE,

from another aspect, is defined as the standard deviation of the residuals

for a test dataset, where residuals represent the deviations between the

true values and predicted values. MAE and RMSE are formally defined in

Eqs. (15) and (16), respectively. In these equations, T is the test dataset,

r̂xy represents the predicted rating value, and rxy is the true rating value

for user x on item y.

MAE =

∑
(xy)∈T |r̂xy − rxy|

|T | (15)

RMSE =

√∑
(xy)∈T (r̂xy − rxy)2

|T | (16)

• Decision support-based metrics : These metrics determine the ability of rec-

ommendation techniques in terms of how well they facilitate their users to

make good decisions, wherein ‘good decision’ aims to recommend relevant

items and filter irrelevant items. Precision, Recall, and F-score metrics

come under this category, and their values are calculated using the rec-

ommended and relevant items. The items which are identified by the
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recommendation techniques for recommendations are the recommended

items, and they contain the predicted rating values. From another aspect,

relevant items are those that are consumed by the users in the past, and

they contain the true rating values. The relevant items along with their

true rating values are used by the recommendation techniques to identify

the recommended items. Precision can be defined as the ratio of the total

number of recommended relevant items and the recommended items, as

given in Eq. (17). Recall is the ratio of the total number of recommended

relevant items and total relevant items, as given in Eq. (18). Finally,

F-score is the harmonic mean of Precision and Recall, as given in Eq.

(19).

Precision (P ) =
#recommended items which are relevant

#of recommended items
(17)

Recall (R) =
#recommended items which are relevant

#of relevant items
(18)

F − score (F ) =
2× Precision×Recall

Precision+Recall
(19)

• Ranking-based metrics: These metrics extend Precision and Recall to take

the position of correct items in a ranked list of items. We have used the

Normalized Discounted Cumulative Gain (NDCG) metric to evaluate the

proposed RecTE approach. To compute NDCG, first, we compute the

Discounted Cumulative Gain (DCG) to measure the utility of the items

at each position in the recommended item list, as defined in Eq. (20).

Thereafter, we apply normalization to obtain NDCG, as defined in Eq.

(21). In these equations, m(i) is the sorted list of items, r(j) represents

the position of item i in m(i), and Nl is the normalized factor of DCG

for the sorted list m(i) (Valizadegan et al., 2000). The NDCG value lies
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Category YelpNYC YelpZip TripAdvisor

#Users 160,225 260,277 290,323

#Items 923 5,044 1188

#Reviews 359,052 608,598 407,416

Data Sparsity 99.75% 99.95% 99.88%

#Reviews per User 2.24 2.33 1.40

#Reviews per Item 389.00 120.65 342.94

Table 2: Statistics of the datasets

between 0 and 1, where 0 and 1 represent the worst and best ranking of

the items, respectively.

DCG(i) =
∑

j∈m(i)

2Rij − 1

log2(1 + rj)
(20)

NDCG =
1

n

n∑
l=1

NDCG(l) =
1

n

n∑
l=1

1

Nl
DCG(l) (21)

4.2.2. Baseline Methods

In this section, we describe baseline methods considered for comparative

analysis in this study. To perform experimental evaluations, we have consid-

ered 9 baselines viz. Co-clustering, Slope One, two variants of the k-Nearest

Neighbors (kNN), Singular-Value Decomposition (SVD), SVD++, Normal Pre-

dictor, Baseline, and Non-negative Matrix Factorization (NMF) that are briefly

described in the following paragraphs.

• Co-clustering: It considers the pairwise association of two coincident en-

tities. Eq. (22) presents the formulation of co-clustering technique for

rating estimation, where u and j are the users’ and items’ mean value,

respectively, cluj is the overall average rating of coincident clusters, and

clu), clj) are the average ratings of the users’ and items’ clusters (George
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& Merugu, 2005).

r̂uj = cluj + (u− clu) + (j − clj) (22)

• Slope One: This recommendation technique is used for predicting the rat-

ing values using the item-based collaborative filtering approach. The mean

ratings of the users and items are used for rating estimation. Eq. (23)

presents the formulation of the Slope One method, where Rm represents

an apposite item set and devm,n is the rating deviation between items m

and n.

r̂vm = μv +
1

cardinality(Rm)

∑
n∈Rm

devm,n (23)

• KNN: As the name suggests, this method uses top-k similar users or items

for rating estimation. The recommendation techniques that use KNN, first

identify the k similar users or items using a similarity function. Thereafter,

the true rating values of the identified users or items are used for rating

estimation. Eq. (24) presents the formulation of KNN method, where raj

represents the rating of user a on item j, and k is top-k users or items.

In centered-KNN, the mean values of users or items are added to the

predicted ratings.

r̂aj =

∑
l∈Mk

a j Sim(j, l).ral∑
l∈Mk

a j Sim(j, l)
(24)

• SVD++, SVD, and NMF: These methods use the concept of matrix fac-

torization. They are modeling-based recommendation techniques used in

collaborative filtering. In these methods, the user-item interaction matrix

that contains the true rating values is split into two low-dimensional ma-

trices viz. user interest and item features matrices. The split matrices are

further used to estimate the ratings of the unrated items.
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• Normal Predictor: It uses the idea of maximum likelihood estimation for

rating prediction. Eqs. (25) and (26) present the formulation of a normal

predictor, where σ and μ are the variance and mean values, respectively,

which are used to calculate the normal distribution, Rtrain is the training

dataset, and rmn represents the rating of user m on item n.

μ =
1

|Rtrain|
∑

rmn∈Rtrain

rmn (25)

σ =
∑

rmn∈Rtrain

(rmn − μ)

|Rtrain|
(26)

• Baseline: It uses the users’ and items’ rating deviations with respect to

the overall mean ratings of the items in a dataset, as given in Eq. (27),

where devj and devu are the deviations of item j and user u, and μ is the

overall mean rating of the items.

r̂uj = μ+ devj + devu (27)

4.2.3. State-of-the-Art Methods

This section presents a detailed description of the five state-of-the-art meth-

ods viz. DARMH, Recop, CUNE-MF, AutoRec, and AESR, which are evaluated and

compared with our proposed RecTE approach over all three benchmark datasets.

• DARMH (Liu et al., 2021): It is a deep learning-based multi-task recom-

mender system which uses reviews and review helpfulness votes to pre-

dict ratings and review helpfulness. DARMH introduced a dual attention

mechanism comprising of local and interactive attentions. The local at-

tention is used to extract key features from review embeddings, whereas

the interactive attention is used to extract the personalized preferences of

a particular user for a particular item.
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YelpNYC YelpZip TripAdvisor

MAE RMSE MAE RMSE MAE RMSE

RecTE 0.7136 0.8659 0.7835 0.9995 0.7512 0.9453

DARMH (Liu et al., 2021) 0.7305 0.8794 0.8179 1.0439 0.775 0.9827

Recop (Bathla et al., 2021) 0.7929 1.0472 0.8865 1.1124 0.8208 1.0552

CUNE-MF (Zhang et al., 2017) 0.7438 0.9081 0.8211 1.0486 0.7815 0.9870

AutoRec (Sedhain et al., 2015) 0.7384 0.8894 0.8158 1.0315 0.7752 0.9812

AESR (Nisha & Mohan, 2018) 0.7312 0.8807 0.8492 1.0719 0.7860 0.9906

KNN 0.8350 1.1261 0.9237 1.2182 0.8119 1.0587

NMF 0.8909 1.1641 0.9734 1.2492 0.8411 1.0652

SVD 0.7911 1.036 0.8884 1.1060 0.8117 1.0361

SVD++ 0.7905 1.0223 0.8734 1.0924 0.8067 1.0268

Co-clustering 0.8325 1.1208 0.9367 1.2221 0.8114 1.0385

Slope One 0.8382 1.1303 0.9479 1.2348 0.8388 1.0582

Centered-KNN 0.8315 1.1186 0.9172 1.2115 0.8099 1.0549

Baseline 0.7708 1.0216 0.89364 1.1136 0.8125 1.0382

Normal Predictor 1.071 1.3817 1.1939 1.5255 0.8749 1.1516

Table 3: Comparative evaluation results of RecTE, baselines, and state-of-the-art methods in

terms of MAE and RMSE values over YelpNYC, YelpZip, and TripAdvisor datasets
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• Recop (Bathla et al., 2021): It is a user-based collaborative filtering rec-

ommendation model where users’ ratings and reviews are used for rating

prediction. Recop uses users’ sentiments and numeric ratings to compute

the similarity between the users, and thereafter it uses k-nearest neighbors

based on the similarity scores for rating prediction.

• CUNE-MF (Zhang et al., 2017): It is a collaborative filtering-based matrix

factorization model which uses users’ social information to generate a user-

based collaborative network. The generated collaborative network is used

to extract implicit social information of the users using the embedding

nodes constructed using rating data. A user-based similarity matrix is

generated using the implicit social information, and used to predict the

ratings of the unrated items.

• AutoRec (Sedhain et al., 2015): It is an autoencoder-based framework

which uses collaborative filtering network to predict the rating of items by

minimizing the autoencoder error, as given in Eq. (28). In this equation,

r(j) is the item rating, t(r(j); θ) is the reconstruction rating of item j using

autoencoder, and M and N are the weights of the encoder and decoder

layers, respectively.

min
n∑

j=1

||r(j) − t(r(j); θ)||2 + λ

2
(||M ||2 + ||N ||2) (28)

• AESR (Nisha & Mohan, 2018): It is a deep learning-based recommender

system, where deep autoencoder and semantic social information of users

are integrated to optimize the rating prediction function. Eq. (29) presents

the joint optimization function for AESR, where rkl is the rating given by

user k on item l, t(rkl; θ) is the reconstruction rating of item l, λ(θ) is the

regularizing term, and f(pk;φp and f(ps;φ2 represent the user and item

encoder values, respectively.
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YelpNYC YelpZip TripAdvisor

Precision Recall F-score NDCG Precision Recall F-score NDCG Precision Recall F-score NDCG

RecTE 0.9223 0.8078 0.8612 0.8605 0.7814 0.7092 0.7435 0.6172 0.8427 0.7362 0.7858 0.7861

DARMH (Liu et al., 2021) 0.9028 0.7922 0.8436 0.8305 0.7492 0.6811 0.7136 0.5863 0.8343 0.7211 0.7736 0.7680

Recop (Bathla et al., 2021) 0.8422 0.7291 0.7822 0.7452 0.6682 0.5819 0.6221 0.4813 0.7821 0.6710 0.7238 0.6792

CUNE-MF (Zhang et al., 2017) 0.8823 0.7672 0.8207 0.7961 0.7402 0.6845 0.7112 0.5772 0.8051 0.7018 0.7498 0.7571

AutoRec (Sedhain et al., 2015) 0.8995 0.7758 0.8330 0.8117 0.7521 0.6890 0.7191 0.5854 0.8164 0.7119 0.7605 0.7627

AESR (Nisha & Mohan, 2018) 0.9015 0.7887 0.8413 0.8269 0.7218 0.6508 0.6843 0.5619 0.7991 0.6918 0.7415 0.7480

KNN 0.8315 0.7311 0.7753 0.7668 0.6314 0.5925 0.6113 0.4884 0.7664 0.6619 0.7102 0.6714

NMF 0.8251 0.7336 0.7766 0.7541 0.6518 0.5560 0.6001 0.4854 0.7712 0.6497 0.7051 0.6711

SVD 0.8569 0.7381 0.7930 0.7727 0.6819 0.6024 0.6396 0.5115 0.7954 0.6745 0.7299 0.6925

SVD++ 0.8583 0.7390 0.7938 0.7843 0.6917 0.6047 0.6452 0.5206 0.7991 0.6794 0.7343 0.7012

Co-clustering 0.8109 0.7292 0.7678 0.7644 0.6527 0.5941 0.6219 0.4870 0.7685 0.6658 0.7134 0.6792

Slope One 0.8023 0.7112 0.7539 0.7460 0.6458 0.5830 0.6127 0.4910 0.7412 0.6382 0.6858 0.6847

Centered-KNN 0.8358 0.7381 0.7839 0.7701 0.6471 0.6005 0.6222 0.5043 0.7705 0.6678 0.7154 0.6781

Baseline 0.8663 0.7470 0.8022 0.7865 0.6264 0.5912 06082 0.5094 0.7682 0.6598 0.7098 0.6851

Normal Predictor 0.7809 0.6719 0.7226 0.7518 0.5604 0.4943 0.5253 0.4478 0.7029 0.5968 0.6454 0.6245

Table 4: Comparative evaluation results of RecTE, baselines, and state-of-the-art methods in

terms of Precision, Recall, F-score, and NDCG values over YelpNYC, YelpZip, and TripAdvisor

datasets

L =
1

2

r∑
k=1

r∑
l=1

||r(kl) − t(r(kl); θ)||2 + λ(θ)

+
γ

2

m∑
k=1

∑
s∈S(k)

||f(pk;φp)− f(ps;φ2)||2F (29)

4.2.4. Parameter Settings

In this section, we discuss the role and settings of various parameters, such

as learning rate, batch size, window size, number of iterations, and embeddings.

We have empirically tested the values of the parameters and reported the best

values for which the predicted values of the unrated items are minimum. In this

study, we set the size of context window to 10 which considers 5 preceding and 5

following words in the context window of a target word. The embedding size for

topic (T) and word (W) embeddings is set to 50, whereas the number of topics

(K) in each embedding is set to 20. The values of the λd and λw parameters

that control the weights, and λw parameter which is used for regularization are

set as λd = 1e− 1, λw = 2e− 2, and λw = 1e− 5.
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4.3. Performance Evaluation and Comparison Results(RQ1)

In this section, we discuss the comparative evaluation results of RecTE

against all baselines and state-of-the-art methods. In order to implement base-

lines and state-of-the-art algorithms, we have used two python libraries viz.

SurPRISE (Simple Python Recommendation System Engine) (Hug, 2017) and

RecQ (Yu et al., 2018). RecQ implements both rating prediction and ranking-

based recommender systems. Table 3 presents the performance evaluation and

comparison results in terms of MAE and RMSE values. In this table, YelpZIP

dataset shows high MAE and RMSE values because the number of reviews per

item in this dataset is minimum in comparison to the YelpNYC and TripAdvisor

datasets. It can also be noted that SVD++ outperformed all other baselines

which is mainly due to the fact that SVD++ considers implicit ratings (im-

plicit feedback information) in rating prediction. It can also be observed from

this table that RecTE outperforms SVD++ method in terms of both MAE and

RMSE values by 9.72% and 15.29% on YelpNYC dataset, 10.29% and 8.50%

on YelpZIP dataset, and 6.87% and 7.93% on TripAdvisor dataset. Similarly,

table 4 presents the performance evaluation and comparison results in terms

of the ranking-based and decision support-based metrics. It can be observed

from this table that RecTE beats SVD++ with an improved Precision, Recall,

F-score, and NDCG values by 6.93%, 8.51%, 7.82%, and 8.85% on YelpNYC

dataset, 11.47%, 14.73%, 13.22%, and 15.65% on YelpZIP dataset, and 5.17%,

7.71%, 6.55%, and 10.8 on TripAdvisor dataset.

As discussed earlier, RecTE is compared with five state-of-the-art algorithms

– DARMH (Liu et al., 2021), Recop (Bathla et al., 2021), CUNE-MF (Zhang et al.,

2017), AutoRec (Sedhain et al., 2015), and AESR (Nisha & Mohan, 2018), and

the comparison results are shown in the same tables, i.e., tables 3 and 4.DARMH

and Recop use both numerical ratings and textual information in there proposed

algorithms. It may be noted that the user-based collaborative network in the

rest of state-of-the-art methods viz. CUNE-MF, Autorec, and AESR only uses user

ratings for recommendation, whereas RecTE uses both user ratings and textual

information for generating the collaborative network.
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It can be observed from these tables that DARMH, Recop, CUNE-MF, Autorec,

and AESR only perform better on YelpNYC and TripAdvisor datasets, but not on

the YelpZIP dataset. This is because YelpZip has high data sparsity and suffers

with item-based cold-start problem. On analysing the results shown in tables 3

and 4, it can be observed that RecTE beats DARMH, Recop, CUNE-MF, Autorec, and

AESR methods on all three datasets. DARMH outperforms all other state-of-the-art

approaches because it uses both reviews and ratings. The inclusion of textual

information helps to find most similar user and items. On the other hand,

the rest of state-of-the-art methods performs better in comparison to Recop.

This is mainly due to the fact that Recop does not consider the similarity score

between users for rating prediction and only uses the average ratings of similar

user. The RecTE on average improves MAE and RMSE values by 2.36% and

1.55% on YelpNYC dataset, 4.39% and 4.44% on YelpZIP dataset, and 3.16% and

3.95% on TripAdvisor dataset, in comparison to the state-of-the-art algorithms.

Similarly, RecTE also outperforms all state-of-the-art algorithms in terms of the

decision support-based and ranking-based evaluation metrics.

4.4. Effects of the ‘k’ Parameter (RQ2)

The parameter k is an important factor for the rating prediction of RecTE,

because it determines the number of top-k similar users for each user. The

question related to the parameter k is that what should be its optimal value to

get minimum MAE and RMSE values? The small value of k results in few users

that are not sufficient to provide enough information for a target user. From

another aspect, a large value of k may introduce users who are not quite relevant

to the target user, and thereby adding noise to the recommendation model.

Therefore, there is a strong chance that the performance of the recommendation

model degrades. We empirically investigate the best value of k for the proposed

RecTE model on all three datasets to get minimum RMSE value. The empirical

analysis result is presented in figure 3. It can be observed from this figure

that with increasing value of k, RMSE decreases first because of the availability

of similar users for a target user. But as the value of k increases beyond a
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Figure 3: Impact of k to achieve minimum RMSE over YelpNYC, YelpZip, and TripAdvisor

datasets

threshold, RMSE starts increasing because of the inclusion of the users who

are not relevant (similar) to the target user. It can be observed from figures

3(a), 3(b), and 3(c) that the minimum RMSE values for the datasets YelpNYC,

YelpZIP, and TripAdvisor are at k= 40, k = 60, and k = 40, respectively. The

reason for high k for YelpZip dataset is that most of the items in the dataset

are suffering with cold-start issue because the number of ratings and reviews

per item is low. Therefore, a high number of similar users are required to form

a collaborative network which is helpful to predict ratings for the target user.

4.5. Effects of Different Embedding Techniques (RQ3)

In this section, we compare the effectiveness of the topic-based, word-based,

and document-based embeddings for recommendations and rating predictions

that are briefly described in the following paragraphs.

• Word2Vec (W2V): It is a word-based embedding technique which captures

the semantic and syntactic similarity and context of a word with other
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words in a document. The embeddings using W2V can be generated using

CBOW model or skip-gram model. The CBOW predicts words using its

contextual words, whereas skip-gram model predicts the contextual words

for a given word.

• Doc2Vec (D2V): It is a document-based embedding technique which com-

putes the feature vector of every document in a corpus. D2V is an exten-

sion of W2V, and it can also be obtained using either CBOW or skip-gram

model.

We developed and evaluated recommender systems for both W2V and D2V

models over all three datasets using the Gensim library. The MAE and RMSE

values of the W2V and D2V-based recommender systems are shown in figure 4.

Both word-based and document-based embeddings are learned using the review

documents written by the users. It may be noted that the embeddings generated

by W2V and D2V depend on the quality of the reviews. It can be observed

from figure 4 that RecTE performs better in comparison to W2V-based and D2V-

based recommender systems. On analysis, we found that the reason behind

the improved performance of RecTE is that it learns topic embeddings on both

specific and generic reviews. As a result, RecTE categorizes users based on their

reviews, and accordingly it treats users having reviews enriched with contextual

features separately from other users. Moreover, RecTE considers words that are

both frequently co-occurring and contributes globally in the document, resulting

in an improved topic embeddings in comparison to the W2V-based and D2V-based

embeddings.

4.6. Dealing with Cold-Start Users

The cold-start problem is related to both the availability of ratings received

on items from various users and the ratings given by users on various items.

The rating prediction for such users and items is a challenging task. In recom-

mender systems, profile generation for cold-start users is a difficult task due to
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Figure 4: Performance comparison results of RecTE, Word2Vec (W2V), and Doc2Vec (D2V) at

k = 60 in terms of MAE and RMSE values over YelpNYC, YelpZip, and TripAdvisor datasets

the minimal availability of rating information for such users. Similarly, descrip-

tive data for cold-start items are also limited because the interaction of such

items with users is minimum. The lack of availability of data hampers the per-

formance of recommender systems. In this study, since we are using user-based

collaborative filtering, we have considered only cold-start users for evaluating

the performance of RecTE towards rating prediction.

4.6.1. RecTE vs. Baselines and State-of-the-art Methods

Since RecTE uses user-based collaborative filtering for rating prediction, we

have identified those users who have rated maximum five items and considered

them as cold-start users (Massa & Avesani, 2007; Jamali & Ester, 2009) to

evaluate the performance of RecTE and other recommendation techniques. The

comparative evaluation results are presented in figures 5, 6, and 7. Since the

data sparsity for cold-start users is very high, both MAE and RMSE values for

such users are high. It can be observed from these figures that SVD++ beats all

baselines on all three datasets because it considers implicit ratings. Similarly,

out of the five state-of-the-art recommendation techniques, DARMH beats other

four techniques on YelpNYC, YelpZip, and TripAdvisor datasets. However,

RecTE beats both SVD++ and state-of-the-art algorithms because the user-

based collaborative network in RecTE uses both local and global contextual in-

formation extracted from the reviews. Unlike DARMH, this helps to pay attention
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on those features which are locally and globally important. Further, the users

who either provide ratings or reviews are able to be a part of the collaborative

network. RecTE beats SVD++ in terms of MAE and RMSE values and showed

an improvement of 8.74% and 15.43% on YelpNYC dataset, 11.99% and 10.24%

on YelpZip dataset, and 5.75% and 5.62% on TripAdvisor dataset. Similarly,

in comparison to DARMH, RecTE showed improvement of 1.18% and 1.51% in

MAE and RMSE values on YelpNYC dataset. Further, RecTE improved MAE

and RMSE values by 2.01% and 2.32%, and 1.68% and 1.09% in comparison to

DARMH on YelpZip and TripAdvisor datasets, respectively.
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Figure 5: Comparative evaluation results of RecTE, baselines, and state-of-the-art methods in

terms of MAE and RMSE values for the cold-start users over YelpNYC dataset

5. Conclusion and Future Work

In this study, we have proposed the development of a topic embedding-based

recommender system, RecTE. This system learns topic embeddings with the help

of word embeddings and topic modeling, and uses them along with rating data

for predicting the ratings of the unrated items. The novelty of RecTE lies in pre-

dicting ratings using topic embedding learned by incorporating local and global

contextual information extracted from the reviews and integrating them with
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Figure 6: Comparative evaluation results of RecTE, baselines, and state-of-the-art methods in

terms of MAE and RMSE values for the cold-start users over YelpZip dataset
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Figure 7: Comparative evaluation results of RecTE, baselines, and state-of-the-art methods in

terms of MAE and RMSE values for the cold-start users over TripAdvisor dataset
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the user-based collaborative filtering. Based on the POS tag-based features,

reviews are first classified into specific and generic classes using k-means clus-

tering. Specific reviews contain user experience on different aspects of the items,

whereas generic reviews show the overall experience of a user about the item

itself. Thereafter, a collaborative model is used to learn topic embeddings by

incorporating local and global contextual information identified through word

embedding and ensemble-based topic modeling techniques. The topic embed-

dings are used to find top-k similar users for each target user for rating pre-

diction. The RecTE is validated over three real-world datasets and compared

with nine baselines and five state-of-the-art approaches using different evalua-

tion metrics. The empirical evaluation results reveal that RecTE significantly

improves the rating prediction accuracy and beats the baselines and state-of-

the-art recommendation techniques. RecTE also improves the rating prediction

accuracy for the cold-start users in comparison to other standard recommen-

dation approaches. In summary, this study provides new insight by exploiting

users’ reviews and ratings to compute their similarities and thereby improve the

accuracy of the recommender system. Enhancing RecTE by incorporating other

deep learning techniques, such as LSTM and BiLSTM, to model user reviews and

classifying them using deep learning-based classifiers seem promising directions

for future research.
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