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Abstract

Due to the enormous amount of user-generated content being generated on the web, labeling such data is a time-
consuming and expensive endeavor. As a result, we have limited annotated data and the vast majority of data are
unlabeled. Analysis reveals that extracting (external) knowledge from unlabeled data and integrating it with knowledge
extracted from labeled data is a beneficial task for text information processing, in particular text classification. In this
paper, we present a hybrid approach for classifying sentiments that employs external knowledge, which is categorized
as either general-purpose sentiment knowledge or domain-related knowledge. General-purpose sentiment knowledge is
extracted from sentiment lexicons, whereas domain-related knowledge is extracted from unlabeled data from the same or
related domains. Similar domains for a given domain are identified based on their similarity score in terms of overlapping
features. The proposed approach utilizes both forms of external knowledge and combines them with logistic regression
to train an improved classification model. The classification model uses the conventional gradient descent algorithm
for optimization, and its convergence analysis indicates that it is convex and converges to the global optimum. The
proposed approach is empirically evaluated and compared to three baselines and one state-of-the-art method using
standard performance evaluation metrics on a multi-domain sentiment dataset. The experiment results are encouraging,
demonstrating that the proposed approach considerably outperforms the baseline approaches and outperforms the state-
of-the-art approach by up to 2% in terms of both f-score and accuracy.
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1. Introduction

The evolution of the Web from Web1.0 to Web3.0 re-
sulted in the generation of massive amounts of heteroge-
neous data. The extraction of information and knowledge
from user-generated data is critical for the concerned en-
terprises. In the age of online social media, large cor-
porations are more concerned with meeting customer ex-
pectations. Furthermore, businesses are more interested
in learning what their customers think of their products.
The user-generated data, on the other hand, is massive
and unlabeled. Although working with labeled training
data is generally straightforward, labeling data is a time-
consuming and resource-intensive task, and it is difficult
to extract valuable knowledge from unlabeled data.

Sentiment analysis is used to determine how customers
or users feel about an organization’s or service provider’s
products and services. Document-level sentiment classifi-
cation refers to the task of classifying the polarity of a doc-
ument. In general, sentiment classification approaches are
classified into three types: lexicon-based approaches, ma-
chine learning-based approaches, and hybrid approaches
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(Sazzed and Jayarathna, 2021). Lexicon-based approaches
(Sazzed, 2020; Abulaish et al., 2020, 2009) are based on
general-purpose sentiment lexicons. They use aggregated
sentiment scores extracted from lexicons to classify the
polarity of a document. In machine learning-based ap-
proaches (Tripathy et al., 2016; Li et al., 2021, 2018), a
machine learning model is trained on a training dataset
to predict the polarity of a document. Finally, hybrid ap-
proaches (Wasi and Abulaish, 2020; Malandrakis et al.,
2013) incorporate knowledge extracted from lexicons into
machine learning algorithms to classify a document’s po-
larity.

In this study, we introduce a hybrid method that takes
advantage of both traditional machine learning and ex-
ternal knowledge. We incorporate two types of external
knowledge in the proposed method: general-purpose sen-
timent knowledge and domain-related knowledge. Domain-
related knowledge is retrieved from unlabeled data of the
present domain and other domains with similar character-
istics. We compare the feature space of the current do-
main and other domains under consideration, and related
domains are those that have a greater number of features
with the current domain. To extract domain-related in-
formation, we employ the methodology outlined by Hatzi-
vassiloglou and McKeown (1997). In Hatzivassiloglou and
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McKeown (1997), two words connected by coordinating
conjunctions are described as having the same semantic
relationship. However, if two words are united by an ad-
versarial conjunction or two words are joined by a coor-
dinating conjunction and a negation word appears before
either of the two terms, they are said to have an oppo-
site semantic relationship. In this paper, we use external
knowledge with logistic regression for developing an accu-
rate classifier. The proposed method utilizes gradient de-
scent algorithm for optimization. A preliminary version of
this work has been published in a conference proceedings
Wasi and Abulaish (2020). However, the work proposed in
this paper is a considerably enhanced version, and it can
be summarized as follows: (i) introducing a hybrid method
that takes advantage of both traditional machine learn-
ing and external knowledge, (ii) an amalgamation of both
general-purpose sentiment knowledge and domain-related
knowledge for sentiment classification, (iii) a detailed con-
vergence analysis of the proposed optimization model, and
(v) an extensive empirical evaluation of the proposed ap-
proach and its comparative analysis with three baselines
and an advanced sentiment analysis method on a multi-
domain sentiment dataset.

The remainder of the paper is structured as follows. The
section 2 provides a thorough examination of the related
works. The section 3 describes the external knowledge ex-
traction process as well as the overall functioning of the
proposed approach. It also describes the optimization al-
gorithm and its analysis of convergence. The experimental
setup and results are presented in section 4. Finally, sec-
tion 5 concludes the paper with future research directions.

2. Related Works

There are three approaches to sentiment analysis:
lexicon-based approaches, machine learning-based ap-
proaches, and hybrid approaches. A general-purpose senti-
ment lexicon is used in lexicon-based approaches to assign
scores to sentiment terms found in a document. Further-
more, the scores are aggregated to classify the document
as positive or negative. A machine learning algorithm is
trained over a training dataset in machine learning-based
approaches, and the trained machine learning model is
used to classify the polarity of a document. A machine
learning model is trained with the help of a lexicon to
classify the polarity of a document in hybrid approaches.
There are two ways to use lexicon with machine learning
models in hybrid approaches: first, train two models and
combine them. The second method, however, is to directly
use lexicon knowledge in a machine learning model.

Ahmed et al. (2020) proposed a neural network-based
hybrid approach for generating a domain-dependent sen-
timent dictionary, and they used it to address aspect-level
sentiment analysis in attention-based Long Short-Term
Memory (LSTM). Appel et al. (2016) proposed a sentence-
level hybrid approach in which Bing Liu’s sentiment lex-
icon is the starting point to generate their sentiment lex-

icon. Appel et al. (2016) also used the concept of fuzzy
sets to calculate the semantic polarity of sentences. Fur-
ther, the results are compared with Näıve Bayes and Max-
imum Entropy. Andreevskaia and Bergler (2008) proposed
a two-step approach. In first step, two separate parametric
models are trained. In second step, both the trained mod-
els are combined to form a single classification model. In
the approach presented by Wilson et al. (2005) first, those
terms that carry sentiment polarity are determined. Then
BoosTexter Adaboost classifier is used to classify the con-
textual polarity of the identified sentiment terms. Dang
et al. (2010) presented a hybrid sentiment classification
approach in which two types of features – content-free and
content-dependent features, are integrated with features
generated using lexicon and Parts-Of-speech (POS) tag-
ger. In approach proposed by Li et al. (2009), a sentiment
lexicon is used to extract domain-independent sentiment
terms. However, unlabeled data is used to extract domain-
dependent features.

Fang and Chen (2011) proposed a hybrid sentiment clas-
sification approach in which domain-specific lexicon is ex-
tracted by employing aspect-based classifier. Further, an-
other sentiment classifier is used to classify polarity of
sentiment words. Finally, the classification model is pro-
duced by aggregating the results of both classifiers. In
approach proposed by Han et al. (2018), a domain-specific
sentiment lexicon is generated using concept of mutual
information and SentiWordNet-based sentiment classifier.
Moreover, a lexicon-based sentiment analysis framework
is proposed in which the generated domain-specific senti-
ment lexicon is employed. In (Wasi and Abulaish, 2020), a
hybrid document-level sentiment classification approach is
proposed in which two types of prior knowledge are incor-
porated with logistic regression – general-sentiment knowl-
edge and domain-specific sentiment knowledge. General-
sentiment knowledge is extracted from Bing Liu’s lexicon
(Hu and Liu, 2004). Domain-specific sentiment knowledge
is extracted from unlabeled data of the same domain. Fur-
ther, gradient descent approach is used to optimize the
proposed optimization model.

In (Ennajari et al., 2022), the authors proposed an exter-
nal knowledge enhanced approach that incorporate seman-
tic knowledge extracted from knowledge graph and word
embedding to enhance the learning process. Further, the
extracted knowledge is leveraged in low-dimensional rep-
resentation. In (Li et al., 2021), adaptive gate network
is proposed to use corpus-level statistical features in deep
neural architecture. In particular the adaptive gate net-
work is used to mitigate the problem of overfitting caused
by incorporating statistical features. In (Liu et al., 2017),
external knowledge extracted from language resources such
as pre-trained word embedding, WordNet, and knowledge
bases are leveraged in deep neural classification models to
enhance the classification task. In (Li et al., 2018), a text-
concept-vector framework is proposed, in which concepts
for original text is generated using a knowledge base. Fur-
ther, a neural network is utilized to transform produced

2



Notations Description

L General-purpose sentiment lexicon
Fc Feature space of current domain
|Fc| Size of the feature space where each feature fi ∈ R
K External knowledge where K ∈ R|Fc|×1

G General-purpose sentiment knowledge where G ∈ R|Fc|×1

D Domain-related knowledge where D ∈ R|Fc|×|Fc|

dv Domain-related knowledge vector where dv ∈ R|Fc|×1

F si,j Frequency of features fi and fj shares the same-semantic orientation
F oi,j Frequency of features fi and fj shares the opposite-semantic orientation
F Feature space of all domains
Fr Feature space of remaining domains
D List of all domains
Dc Current Domain
Dr List of remaining domains
SiD Similar domains
ψ Classification model
n Number of training samples
Ψ Sigmoid function

Table 1: Notations and their descriptions

concepts into a vector representation. The produced vec-
tors preserve the semantic and concept information em-
bedded in the original text. Further, it is incorporated
into various neural network-based approaches to enhance
the prediction task.

Khan et al. (2023) proposed a hybrid deep neural
network-based approach for sentiment classification that
is able to leverage linguistic sentiment knowledge and pre-
trained BERT-based word embedding in the attention en-
hanced Bi-LSTM. In (Li et al., 2023), the authors pro-
posed sentiment-specific word representations by using an
external hybrid sentiment knowledge. The external sen-
timent knowledge is composed of knowledge expectation
and context weight. Zhong et al. (2023) proposed a knowl-
edge graph augmented network for aspect-based sentiment
analysis that utilizes syntactic and contextual information
in the form of external knowledge. Du et al. (2023) pro-
posed a hybrid aspect-based sentiment classification ap-
proach for the financial sector, in which multiple lexical
knowledge sources are merged as external knowledge. Yin
et al. (2023) proposed a multi-modal approach for senti-
ment analysis, in which multi-head visual attention is used
to capture sentimental features with the help of visual fea-
tures. In addition, a hybrid fusion network is proposed to
incorporate knowledge learned from various modal repre-
sentations by employing base classifiers to determine the
final prediction.

3. Proposed Approach

In this section, we discuss the functional details of our
proposed SKEDS method for external knowledge-supported
document-level sentiment classification. The process of the
suggested methodology is depicted in the figure 1. Begin-
ning with fundamental preprocessing, SKEDS focuses pri-
marily on the extraction of external knowledge and its
incorporation into logistic regression for sentiment clas-
sification. The following subsections contain additional
procedure-related information of SKEDS. The Table 1 pro-
vides a brief explanation of the notations utilized in the
following sections.

3.1. External Knowledge Extraction

External knowledge is extracted from the current do-
main’s and related domains’ data. There are two sorts of
external knowledge: general-purpose sentiment knowledge
and domain-specific knowledge. The source of general-
purpose sentiment knowledge is general-purpose sentiment
lexicons, while the source of domain-specific sentiment
knowledge is unlabeled data from the present domain and
related domains. We combine general-purpose sentiment
knowledge and domain-specific knowledge to create exter-
nal knowledge, which is then included into logistic regres-
sion. The following subsections describe additional infor-
mation regarding various knowledge extraction processes.

3.1.1. General-Purpose Sentiment Knowledge Extraction

To extract general-purpose sentiment knowledge, a
general-purpose sentiment lexicon is used. SentiWord-
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Figure 1: Functional details of the proposed SKEDS method.

Net (Sebastiani and Esuli, 2006), MPQA (Wilson et al.,
2005), Bing Liu’s sentiment lexicon (Hu and Liu, 2004),
and BiSAL (Rowaily et al., 2015) are only a few exam-
ples of general-purpose sentiment lexicons. Each feature
fi is compared to the general-purpose sentiment lexicon L
in order to obtain general-purpose sentiment knowledge.
The general-purpose sentiment knowledge gi is assigned
as 1 (or −1) if feature fi is present and it is given a pos-
itive (or negative label) in the general-purpose sentiment
lexicon; otherwise, it is assigned as 0. This process is pre-
sented formally in equation (1). It should be noted that
as a result of the manual labeling of the general-purpose
sentiment lexicon, the polarity of knowledge acquired from
the general-purpose sentiment lexicon is more certain.

gi =


1, if fi ∈ L and labled as positve in L,

−1, if fi ∈ L and labeld as negative in L,

0, if fi /∈ L

(1)

3.1.2. Domain-Related Knowledge Extraction

Unlabeled data is used to extract domain-related knowl-
edge. Unlabeled data includes information from the cur-
rent domain and related domains. To generate a list of
similar domains SiD, we first extract the feature space
F of all domains D. Thereafter, the Jaccard similarity,
as defined in equation (2), is used to find similarities be-
tween the current domain’s feature space Fc and the fea-
ture space of the remaining domains Fr.

JSi(Fc,Fri) =
|Fc ∩ Fri |
|Fc ∪ Fri |

(2)

In equation (2), JS is the list of similarity scores of
the remaining domains Fr with the current domain Fc.
The list generated by equation (2) is arranged and top 5
domains based on the similarity scores are selected similar
domains.

Domain-related knowledge encompasses terms with gi =
0 in general-purpose sentiment knowledge. The approach
proposed by Hatzivassiloglou and McKeown (1997) is used
to extract domain-related knowledge. In order to extract
domain-related knowledge, two types of conjunctions are
used: adversarial and coordinating conjunctions. Coordi-
nating conjunctions are used to connect two words that
have the same semantic meaning. An adversarial conjunc-
tion, on the other hand, is used to indicate the opposite or
contrast between two words. Equation (3) formally defines
the process of extracting domain-related knowledge.

Di,j =
F s,ci,j − F o,ci,j

F s,ci,j + F o,ci,j + α0
+

|SiD|∑
k=1

F s,ki,j −
|SiD|∑
k=1

F o,ki,j

|SiD|∑
k=1

F s,ki,j +
|SiD|∑
k=1

F o,ki,j + α0

(3)
In equation (3), domain-related knowledge is extracted

using knowledge from the current domain and from simi-
lar domains SiD. In equation (3), F si,j represents the fre-
quency of features fi and fj that share the same-semantic
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orientation. F oi,j represents the frequency of features fi
and fj that share the opposite-semantic orientation. If
features fi and fj have F

s
i,j > F oi,j , then it is more certain

that both features share same orientation. In equation (3),
α0 > 0, α0 is a constant which is added to avoid division-
by-zero problem.

3.2. External Knowledge Integration

Domain-related knowledge vector dvi is computed by
combining both general-purpose sentiment knowledge and
domain-related knowledge using equation (4).

dvi =

∑
i ̸=j Di,j · gj∑
i̸=j |Di,j · gj |

(4)

Equation (4) makes sure that the range of dv vector re-
mains in the range of [−1, 1]. In order to compute external
knowledge, both general-purpose sentiment knowledge and
domain-related knowledge vector are combined. If general-
purpose sentiment knowledge gi ̸= 0 for feature fi, then
external knowledge is assigned by general-purpose senti-
ment knowledge as Ki = gi; otherwise, external knowl-
edge is assigned by domain-related knowledge vector as
Ki = dvi. Equation (5) defines the process of computing
the final external knowledge formally.

Ki =

{
gi if gi ̸= 0,

dvi otherwise,
(5)

In equation (5), the priority is given to the general-
purpose sentiment knowledge because the general-purpose
sentiment lexicon is manually labeled; and accordingly, it
is more certain that the features extracted from the lexicon
carry the correct sentiment.

3.3. External Knowledge-Supported Logistic Regression

The goal is to incorporate external knowledge extracted
from data from both current and similar domains into lo-
gistic regression to learn an accurate classifier. Equation
(6) is the mathematical formulation of the proposed ap-
proach. In equation (6), n indicates the number of training
samples. L(y(i), x(i);ψ) denotes the cost of inaccurate clas-
sification of sample x(i) to correct label y(i) using the clas-

sification model ψ.
∑|Fc|
j=1 ψ

2
j is L2 − regularization (Zou

and Hastie, 2005) term, which is added to increase the
stability of the proposed approach. Using KTψ term, ex-
ternal knowledge is incorporated into the proposed model.
It ensures that the polarity of sentiment terms in the clas-
sification model ψ remains consistent with that in exter-
nal knowledge. Domain-related knowledge extracted from
unlabeled data of the current and similar domains is inte-
grated using ψTDψ term. In equation (6), α, β, and η are
non-negative regularization constants for external knowl-
edge, domain-related knowledge, and L2−regularization,
respectively.

argmin
ψ

1

n

∑n
i=1 L(y(i), x(i);ψ) +

λ

2n

∑|Fc|
j=1 ψ

2
j

−αKTψ − βψTDψ
(6)

The proposed approach’s base model is logistic regres-
sion, which is a probabilistic classification approach that
calculates the probability ŷ of correctly labeling an obser-
vation x(i). In the proposed approach, we use the binary
classification variant of logistic regression. In a binary clas-
sification model, the prediction model’s outcome is either
positive or negative. The hypothesis function of logistic
regression is equation (7), which is a non-linear sigmoid
function. If the value of ψxi is very large, the value of
Ψ(x;ψ) is close to 1; on the other hand, if the value of ψxi
is very small, the value of Ψ(x;ψ) is close to 0. The sig-
moid function produces a continuous value that is always
between 0 and 1.

Ψ(x;ψ) =
1

1 + e−ψx
(7)

If the probability obtained from the equation (7) is
greater than or equal to 0.5, the prediction model ψ is
assigned 1. Otherwise, ψ is assigned 0. Equation (8) is
used to assign a computed probability to the associated
predicted class.

ψ(i) =

{
1 if p(y(i) = 1|x(i)) ≥ 0.5,

0 otherwise
(8)

3.3.1. Optimization Algorithm

For the formulated model shown in equation (6), the op-
timal parameters ψ are determined using an optimization
algorithm. Finding the parameters that allow the model to
provide predicted labels that are the closest possible to the
actual labels is known as finding the optimum parameters.
While connecting sample x(i) and the actual label y(i),
the loss function calculates how inaccurate the prediction
model ψ is. The logistic loss function is the loss function
associated to logistic regression. The logistic loss function,
which is a monotonic function, is shown in equation (9). If
a function f is totally non-increasing or non-decreasing, it
is referred to as a monotonic function. Logistic loss is pre-
ferred over Mean Square Error (MSE) due to its convexity
property (Shalev-Shwartz and Ben-David, 2014).

L(ψ,X, Y ) = log
1

1 + e−ψX
(9)

Equation (10) represents cost function for all data sam-
ples.

Cost(ψ) = − 1
n

∑n
i=1

(
y(i) log(Ψ(x(i);ψ)

+ (1− y(i)) log(1−Ψ(x(i);ψ)
) (10)
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J(ψ) = argmin
ψ

1

n

∑n
i=1 L(y(i), x(i);ψ)

+
η

2n

∑|Fc|
j=1 ψ

2
j − αKTψ − βψTDψ

(11)

The cost function given in equation (11) is optimized to
determine the ideal parameter vector ψ for the suggested
model in equation (6). The equation (11) is optimized
using the gradient descent method. A model’s optimum
is discovered using gradient descent by differentiating the
cost function. The suggested model uses a convex cost
function. No matter where the search for the optimal be-
gins, the convexity characteristic guarantees that it will
eventually converge to the optimum. In the section that
follows, convergence and convexity are covered in more
detail. We differentiate cost, and the quantity of δ fur-
ther discounts it in each iteration of the gradient descent
search. The δ constant is the step-size by which the gradi-
ent descent approach moves in search space (Jurafsky and
Martin, 2000). Equation (12) is used to update ψ.

ψj+1 = ψj − δ
d

dψ
Ψ(x;ψ) +

η

2n

d

dψ

∑|Fc|
j=1 ψ

2
j

− α
d

dψ
KTψ − β

d

dψ
ψTDψ

(12)

If the log loss function is substituted in equation (12),
then equation (13) is obtained.

∂
∂ψJ(ψ) = − 1

n

∑n
i=1

(
y(i) ∂

∂ψ log(Ψ(x(i), ψ))

+ (1− y(i)) ∂
∂ψ log(1−Ψ(x(i), ψ))

)
+ ∂

∂ψ

η

2n

∑|Fc|
j=1 ψ

2
j − ∂

∂ψαK
Tψ

− ∂
∂ψβψ

TDψ

(13)

After performing several simplification steps, equation
(14) is obtained. In each iteration of gradient descent,
equation (14) is used to update ψ.

ψj+1 = ψj − δ 1
n

∑n
i=1

(
Ψ(x(i), ψ)− y(i)

)
x
(i)
j

+
η

n

∑|Fc|
j=1 ψj − αKT − βψTD

(14)

3.3.2. Convergence Analysis

The proposed approach can be non-convex due to the
−βψDψ term. Based on Wu et al. (2016), the model pre-
sented in equation (6) can be guaranteed to be convex if
appropriate values are selected for η and β. If η is strictly
greater than β λDmax , i.e.,

η > βλDmax
(15)

In equation (15), λDmax is the maximum eigenvalue of
domain-related knowledge S, η is non-negative coefficient
of L2 − regularization, and β is non-negative coefficient
of domain-related knowledge D.

The logistic loss function is differentiable and convex.
A convex function is a combination of two or more convex
functions defined over a convex set, so the model presented
in equation (6) is convex (Chandra et al., 2013). Gradient
descent converges to a global optimum due to the convex-
ity property. According to Nesterov (2014) and Gordon
and Tibshirani (2012), if a function f : Rn → R is con-
vex and differentiable, then the differential of function f is
Lipschitz continuous with a constant L greater than zero.
Lipschitz gradient means that the gradient of function f
does not change quickly. The equation (16) is satisfied by
a gradient descent algorithm with a fixed step size t ≤ 1/L.
It means that gradient descent has a fixed progress bound.

f(ψ(k))− f∗ ≤ ||ψ(0) − ψ∗||22
2tk

(16)

Gradient descent finds the ϵ−suboptimal, i.e., f(ψ(k))−
f∗ ≤ ϵ point in O(1/ϵ) iterations. If the logistic loss func-
tion is accompanied with L2 − regularization, the loss
function becomes strongly convex, resulting in a unique
and optimal solution (Shalev-Shwartz and Ben-David,
2014). If the function f is strongly convex, it means that

the regularized function, i.e., f(ψ) − m

2
||ψ||22, is convex

for m > 0, where m is the smallest eigenvalue. Under
the assumption of Lipschitz gradient and strong convex-
ity for function f , gradient descent with fixed step-size
t ≤ 2/(m+ L) satisfies equation (17), where 0 < γ < 1.

f(ψ(k))− f∗ ≤ γk
L

2
||ψ(0) − ψ∗||22 (17)

According to Gordon and Tibshirani (2012), the conver-

gence rate of a strongly convex function is greater than
1

ϵ
,

and the rate of convergence under strong convexity is of
order O(γ), which is exponentially fast. In other words, it

finds the ϵ−suboptimal point in O(log(
1

ϵ
)) iterations.

4. Experimental Setup and Results

The experimental setup for the proposed approach is
presented in this section. We begin by discussing the
multi-domain sentiment dataset and evaluation metrics.
The performance of the proposed approach is then evalu-
ated by comparing it to three baselines and one state-of-
the-art method.

4.1. Dataset and Evaluation Metrics

We ran numerous experiments on a multi-domain senti-
ment dataset, which was compiled by Blitzer et al. (2007).
It contains data from 25 different domains. There are two
types of data in each domain of the dataset: labeled data
and unlabeled data. Table 2 displays the dataset’s detailed
statistics. Each sample in the dataset includes information
such as product name, product type, helpful, rating, title,
date, reviewer name, reviewer location, and review text.
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Domain # Positive instances # Negative instances # Unlabeled instances # Total instances

Apparel 1000 1000 7252 9252
Automotive 584 152 0 736
Baby 1000 900 2356 4256
Beauty 1000 493 1391 2884
Book 1000 1000 973194 975194
Camera and photo 1000 999 5409 7408
Cell phones and service 639 384 0 1023
Computer and video games 1000 458 1313 2771
DVD 1000 1000 122438 124438
Electronics 1000 1000 21009 23009
Gourmet food 1000 208 367 1575
Grocery 1000 352 1280 2632
Health and personal care 1000 1000 5225 7225
Jewelry and watches 1000 292 689 1981
Kitchen and housewares 1000 1000 17856 19856
Magazines 1000 970 2221 4191
Music 1000 1000 172180 174180
Musical instruments 284 48 0 332
Office products 367 64 0 431
Outdoor living 1000 327 272 1599
Software 1000 915 475 2390
Sports and outdoors 1000 1000 3728 5728
Tools and hardware 98 14 0 112
Toys and games 1000 1000 11147 13147
Video 1000 1000 34180 36180

Table 2: Statistics of the dataset.

Because we perform sentiment classification for a given
review, we only used two of the above features in our ex-
periments: rating and review text. The rating feature is
used as the class label and converted to the binary class
label. A positive class label is assigned to those reviews
with ratings greater than 3. A negative class label is as-
signed to those reviews with a rating of less than 3, and
the rest of the reviews with a rating of 3 are labeled as neu-
tral reviews. Due to the nature of the binary classification
problem, the neutral reviews are discarded.

In order to evaluate the performance of the proposed ap-
proach and baselines, we have used standard data mining
evaluation metrics that are formally defined in equations
(18), (19), (20), and (21). In equations (18) and (19),TP
indicates the number of positive instances that are cor-
rectly predicted as positive, FP indicates the number of
negative instances that are incorrectly predicted as pos-
itive, and FN indicates the number of positive instances
that are incorrectly predicted as negative.

Precision =
TP

TP + FP
(18)

Recall =
TP

TP + FN
(19)

F – score = 2× Precision× Recall

Precision + Recall
(20)

Accuracy =
#correctly predicted samples

#total samples
(21)

4.2. Experimental Setup

All data samples undergo preprocessing, which includes
noise filtering, contraction and lemmatization, tokeniza-
tion, and stop-word removal. Following sample prepro-
cessing, the mutual information classifier-based feature se-
lection step is applied, and the top 5000 features are chosen
as the feature space. A one-gram term-frequency feature
matrix is created for labeled data after the selection of the
most prominent features.

Experiments are conducted on those domains that con-
tain unlabeled samples. The results of the automotive,
cell phones and service, musical instruments, office prod-
ucts, and tools and hardware domains are not given since
these domains lack unlabeled samples. According to Table
2, there are domains with an unbalanced ratio of positive
to negative samples. In order to address the issue of im-
balanced datasets, samples are randomly selected from the
dominant class. The ratio of training to testing data sam-
ples was maintained at 80:20, and hold-out strategy was
utilized to evaluate the efficacy of the proposed method.
The baselines’ and suggested approach’s hyper-parameters
are manually tweaked.

The Bing Liu lexicon (Hu and Liu, 2004) is used to ex-
tract general-purpose sentiment knowledge. This lexicon
has been collected over the years and contains over 6800
terms with positive and negative connotations. Since some
terms are absent from the general-purpose sentiment lex-
icon, we extracted domain-specific knowledge from unla-
beled data in the present domain and related domains to
identify the polarity of the remaining words.

As previously explained, similar domains are selected
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Domain Lex Lex+SDK LR SPDKE SKEDS

Apparel 73.95 73.38 73.76 76.58 80.83
Baby 73.49 73.79 75.30 76.99 78.00
Beauty 80.52 81.31 77.52 82.39 83.39
Book 69.72 68.11 54.55 73.36 73.91
Camera and photo 73.47 73.47 74.58 77.81 84.53
Computer and video games 77.32 79.69 75.31 82.35 83.14
DVD 74.27 74.75 68.70 78.19 78.63
Electronics 73.36 73.14 63.95 79.00 80.66
Gourmet food 81.08 81.63 76.92 84.51 85.71
Grocery 78.18 78.34 78.48 83.44 84.88
Health and personal care 72.59 73.33 72.30 79.82 80.39
Jewelry and watches 82.24 83.41 83.24 86.34 87.83
Kitchen and housewares 72.80 72.69 72.99 77.05 78.34
Magazines 69.46 69.60 71.75 74.23 75.08
Music 69.76 68.41 74.32 77.75 78.74
Outdoor living 74.00 73.74 76.3 81.44 82.35
Software 76.46 77.08 71.69 80.11 84.68
Sports and outdoors 74.49 74.69 75.13 80.00 81.01
Toys and games 75.45 75.60 68.11 82.51 83.51
Video 70.71 71.46 75.00 80.00 80.85

Table 3: F-score of the proposed method and all baselines across all domains of the multi-domain sentiment dataset.

Domain Lex Lex+SDK LR SPDKE SKEDS

Apparel 66.00 65.00 72.25 74.00 79.25
Baby 65.26 65.79 67.37 71.84 76.84
Beauty 72.60 73.97 68.49 77.17 77.63
Book 62.00 55.75 66.25 71.50 73.00
Camera and photo 64.25 64.25 77.50 79.75 83.25
Computer and video games 69.80 73.76 70.79 77.72 78.71
DVD 69.00 68.25 69.25 74.75 75.00
Electronics 65.50 64.75 71.25 79.00 79.50
Gourmet food 72.55 73.53 70.59 78.43 81.37
Grocery 70.19 70.81 78.88 83.23 83.85
Health and personal care 64.50 66.00 70.50 77.50 79.75
Jewelry and watches 72.66 74.82 79.14 82.01 83.45
Kitchen and housewares 65.25 65.25 72.25 72.75 76.50
Magazines 61.17 61.42 74.62 78.68 79.95
Music 59.25 54.75 71.50 77.25 78.00
Outdoor living 66.67 66.67 73.72 80.13 80.77
Software 69.45 71.28 75.46 81.46 84.60
Sports and outdoors 68.50 69.00 75.50 80.50 81.25
Toys and games 69.25 69.50 74.25 84.00 84.50
Video 63.75 64.25 76.5 81.50 82.00

Table 4: Accuracy of the proposed approach and all baselines across all domains of the multi-domain sentiment dataset.

based on the degree of similar features between the cur-
rent domain and the remaining domains. To identify re-
lated domains, the unigram feature space of all domains
is extracted, and the Jaccard similarity metric is used to
compute the similarity score between the current domain
and the remaining domains. Top similar domains are those
that are most similar to the current domain, i.e., those

that share the most features with the current domain.
For the aim of retrieving domain-related knowledge, we
regarded top 5 domains to be similar domains. Table 5
displays the five most similar domains for each domain in
the multi-domain sentiment dataset. It also presents the
proportion of shared features between domains. For ex-
ample, the health domain shares 40.96%, 38.54%, 38.10%,
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Figure 2: Visualization of f-score of the proposed approach and baseline methods for each domain of the multi-domain sentiment dataset.

Domain Top 5 similar domains with percentage of shared features

Apparel (Baby, 44.48%) (Beauty, 42.92%) (Sports, 41.9%) (Outdoor , 40.18%) (Camera, 39.00%)
Baby (Apparel, 44.48%) (Sports, 41.24%) (Beauty, 40.3%) (Kitchen, 39.76%) (Toys, 39.24%)
Beauty (Apparel, 44.81%) (Health, 42.76%) (Baby, 42.07%) (Grocery, 40.21%) (Kitchen, 39.59%)
Book (DVD, 44.54%) (Video, 43.52%) (Magazines, 40.12%) (Computer, 37.08%) (Music, 36.88%)
Camera (Apparel , 39.00%) (Electronics, 38.6%) (Sports, 37.64%) (Baby, 37.28%) (Software, 36.74%)
Computer (Book , 37.08%) (DVD, 36.68%) (Software, 36.22%) (Apparel, 36.16%) (Toys, 35.90%)
DVD (Video, 47.78%) (Book, 44.54%) (Music, 39.18%) (Magazines, 37.9%) (Computer,36.68%)
Electronics (Camera, 38.6%) (Software, 38.54%) (Apparel, 37.44%) (Sports, 35.88%) (Baby, 35.4%)
Gourmet food (Grocery ,56.72%) (Beauty, 55.56%) (Apparel, 50.68%) (Outdoor, 46.57%) (Kitchen, 46.44%)
Grocery (Beauty, 52.87%) (Gourmet food, 48.17%) (Apparel, 48.04%) (Baby, 45.48%) (Kitchen, 45.37%)
Health (Beauty, 40.96%) (Baby, 38.54%) (Apparel, 38.10%) (Kitchen, 36.52%) (Sports, 36.40%)
Jewelry (Apparel ,62.11%) (Beauty, 56.22%) (Outdoor, 56.15%) (Baby, 55.08%) (Camera, 52.39%)
Kitchen (Baby, 39.76%) (Apparel,38.46%) (Beauty, 37.92%) (Outdoor, 37.34%) (Sports, 37.18%)
Magazines (Book, 40.12%) (DVD, 37.90%) (Apparel, 36.80%) (Video, 36.54%) (Beauty, 34.50%)
Music (DVD, 39.18%) (Video, 38.26%) (Book, 36.88%) (Computer, 33.06%) (Apparel, 32.96%)
Outdoor (Apparel, 53.88%) (Baby, 51.89%) (Beauty, 50.23%) (Kitchen, 50.07%) (Sports, 49.56%)
Software (Electronics, 38.54%) (Apparel, 36.80%) (Camera, 36.74%) (Computer, 36.22%) (Book, 35.98%)
Sports (Apparel ,41.90%) (Baby, 41.24%) (Camera, 37.64%) (Toys, 37.60%) (Kitchen, 37.18%)
Toys (Baby ,39.24%) (Apparel, 38.80%) (Sports, 37.60%) (Computer, 35.90%) (Beauty, 35.80%)
Video (DVD, 47.78%) (Book, 43.52%) (Music, 38.26%) (Magazines, 36.54%) (Apparel, 35.54%)

Table 5: Top 5 similar domains with the percentage of shared features.

36.52%, and 36.40% of its features with the beauty, baby,
apparel, kitchen, and sports domains, respectively.

During the training phase of the proposed method, sen-
timent knowledge and domain-specific knowledge are com-
bined with training data. Using gradient descent, the pa-
rameter vector ψ of the proposed model is optimized. The
δ learning rate is set at 0.01. If the difference between
the cost functions of two successive iterations is less than
0.00001, gradient descent is terminated and considered to
have converged to the optimal value.

4.3. Comparative Analysis

In this section, we present a comparison of the proposed
approach’s performance with baselines and a state-of-the-
art method. We compare the proposed method against
three baselines, namely a lexicon-based sentiment classi-
fier, a combined classifier of the lexicon and single domain
knowledge, and logistic regression, as well as a state-of-the-
art method that employs a single domain prior knowledge-
enhanced approach. The following paragraphs provide
brief descriptions of all three baselines.

� Lexicon-based sentiment classifier (Lex): In this base-
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Figure 3: Visualization of the accuracy of the proposed approach and baseline methods for each domain of the multi-domain sentiment
dataset.
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Figure 4: Average accuracy and f-score of proposed approach and all baselines over all domains of multi-domain sentiment dataset.

line, we relied solely on the sentiment knowledge ex-
tracted from Bing Liu’s lexicon (Hu and Liu, 2004).
This lexicon has been updated often for many years.
It comprises approximately 6800 English sentiment
terms, of which approximately 4800 are negative and
approximately 2000 are positive.

� A combined classifier of lexicon and single domain
knowledge (Lex+SDK): In this baseline, we coupled
the general-purpose sentiment knowledge with do-
main knowledge extracted from unlabeled data sam-
ples of a specific domain. In this technique, we do
not utilize any optimization algorithm; instead, we
combine the lexicon knowledge with the knowledge
extracted from a particular domain.

� Logistic regression (LR): This baseline is the foun-
dational model for the proposed method. In this
method, we optimize the parameter weights using gra-
dient descent. However, prior knowledge is not incor-

porated into logistic regression.

� Single-domain prior knowledge enhanced approach (
SPDKE) (Wasi and Abulaish, 2020): It is a modified
logistic regression that can take into account prior
sentiment knowledge. Prior knowledge is comprised
of general-purpose sentiment knowledge and single-
domain knowledge. Furthermore, gradient descent is
employed to optimize the learning model.

The f-score and accuracy of the proposed and the base-
line approaches are reported in Tables 3 and 4, respec-
tively. In Table 3, it can be seen that the proposed ap-
proach has the lowest f-score, i.e., 73.91% in Book do-
main and the highest f-score, i.e., 87.83% in Jewelry and
watches domain. From Table 4, it can be observed that
the proposed approach has the lowest accuracy, i.e., 73%
in Book domain and has the highest accuracy, i.e., 84.6%
in Software domain. Figure 4 shows each approach’s aver-
age accuracy and f-score over all domains. It is apparent
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from baseline Lex+SDK that simply blending knowledge
extracted from unlabeled data of the current domain with
the knowledge extracted from the lexicon is a worthwhile
task. However, the improvement is minimal over Lex but
encouraging. We may also note that knowledge extracted
from unlabeled data needs to be incorporated appropri-
ately. In Figures 2 and 3, we can observe that in domains
such as book and music, knowledge extracted from unla-
beled data in each of the two domains degrades the perfor-
mance of the Lex+SDK. Because both domains have a sig-
nificant amount of unlabeled data, the extracted domain
knowledge must be incorporated appropriately. SPDKE
combines Lex+SDK with LR and optimizes the extracted
knowledge of a single domain using gradient descent. Fig-
ures 2 and 3 show that SPDKE appropriately incorporates
the extracted knowledge in each of the two domains. From
Figure 4, we can observe that SKEDS, which extracts ex-
ternal knowledge from unlabeled data of more than one
domain, i.e., similar domains, outperforms SPDKE by
around 2% in terms of both accuracy and f-score. From
Figures 2 and 3, it is evident that SKEDS surpasses the
baseline approaches in all domains in terms of both accu-
racy and f-score, which is in inline with the hypothesis of
utilizing unlabeled data from similar domains.

4.4. Ablation Study

In this section, we conduct the ablation study of the
proposed approach to systematically validate the contri-
butions and impacts of various core components within
the proposed approach. In order to perform the ablation
study, each core component is excluded from the model
to check its associated effectiveness. In our approach, the
core components are lexicon (Lex), single-domain knowl-
edge (Lex+SDK), logistic regression (LR), single-domain
prior knowledge enhanced approach (SPDKE), and finally
SKEDS, which combines all previous core components
with the knowledge from related domains. Each of the
aforementioned core components is regarded as the base-
line for the proposed method that is described in detail in
section 4.3.

It can be observed from Figures 2 and 3 that merely us-
ing a lexicon for classification has the lowest performance
score. However, incorporating single-domain knowledge
into the lexicon can marginally boost its performance.
In addition, when we combine single-domain knowledge
and lexicon with logistic regression, performance is signif-
icantly enhanced. Finally, when we combine all core com-
ponents together that constitutes the proposed approach,
it outperforms all the baselines and state-of-the-art ap-
proach. The comparative analysis section and the results
reported in Tables 3 and 4, as well as, Figures 2, 3, and 4
indicate that each core component contributes positively
to the final model, SKEDS, enabling it to significantly out-
perform baseline approaches.

5. Conclusion and Future Work

In this paper, we have presented a hybrid approach
for document-level sentiment classification that integrates
external knowledge acquired from a sentiment lexicon
and unlabeled domain-related datasets. This approach
incorporates two forms of external knowledge: general-
purpose sentiment knowledge and domain-specific knowl-
edge. The general-purpose sentiment lexicon is used
to extract general-purpose sentiment knowledge; whereas
domain-related knowledge is retrieved from unlabeled data
of the present domain and similar domains. The proposed
classification model employs gradient descent for optimiza-
tion. In addition, we have provided the convergence study
of the proposed model, which indicates that our model con-
verges to the optimal solution. The empirical results on
a multi-domain sentiment dataset support the applicabil-
ity of the proposed approach for document-level sentiment
classification, as it outperforms multiple baselines in terms
of both f-score and accuracy. On the basis of the empir-
ical analysis, it can be concluded that including external
sentiment knowledge acquired from related domains into
a document classification model can greatly enhance its
sentiment classification efficacy.

As an immediate future work, we can extract external
knowledge not only from textual data but embedded in
different modalities of data such as videos and images. To
extend the proposed approach, we also look forward to
exploring approaches that can utilize external knowledge
in deep learning-based approaches. We are keen to see if
it further improves the performance.
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