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Abstract 
 

Domain ontology can help in information retrieval from 

documents. But ontology is a pre-defined structure with 

crisp concept descriptions and inter-concept relations. 

However, due to the dynamic nature of the document 

repository, ontology should be upgradeable with 

information extracted through text mining of documents 

in the domain. This also necessitates that concepts, their 

descriptions and inter-concept relations should be 

associated with a degree of fuzziness that will indicate the 

support for the extracted knowledge according to the 

currently available resources. Supports may be revised 

with more knowledge coming in future. This approach 

preserves the basic structured knowledge format for 

storing domain knowledge, but at the same time allows 

for update of information. In this paper, we have 

proposed a mechanism which initiates text mining with a 

set of ontological concepts, and thereafter extracts fuzzy 

relations through text mining. Membership values of 

relations are functions of frequency of co-occurrence of 

concepts and relations. We have worked on the GENIA 

corpus and shown how fuzzy relations can be further used 

for guided information extraction from MEDLINE 

documents. 
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1. Introduction 
 

The field of Molecular Biology has witnessed a 

phenomenal growth in research activities in the recent 

past. Consequently there is an increasing demand for 

automatic Information Extraction (IE) schemes to extract 

contents from scientific documents and store them in a 

database to locate information from this huge 

unstructured collection intelligently [9]. Existing search 

engines often fail to do this efficiently, since most of them 

rely on a precise articulation of query terms to perform 

well. But, generally these terms are often difficult to coin 

for a user in an unaided way. Besides, knowledge that is 

deeply embedded in natural language is difficult to extract 

using simple pattern matching techniques. 

Ontology-guided information extraction and query 

processing mechanism can help users to access 

information stored within unstructured or semi-structured 

text documents effectively. Ontology represents domain 

knowledge in a structured form and is increasingly being 

accepted as the key technology wherein key concepts and 

their inter-relationships are stored to provide a shared and 

common understanding of a domain across applications 

[1]. Ontology is a conceptualization of a domain into a 

human understandable, but machine-readable format 

consisting of classes, attributes, relationships and axioms 

and also entities [2]. Ontology also supports taxonomy 

and other association relations between classes. Since 

ontology describes a domain of interest in an 

unambiguous way, ontology-based Information 

Extraction (IE) schemes can help in alleviating a wide 

variety of natural language ambiguities present in a given 

domain and still perform effective semantic analysis of 

texts. However, ontology based text document processing, 

though promising, has not been exploited fully.  

One of the bottlenecks in developing ontology-based 

text processing systems stems from the fact that the 

conceptual formalism supported by typical ontology may 

not be sufficient to represent uncertainty information that 

is commonly found in many application domains [8]. 

Generally in an ontology, inter-concept relations are crisp 

and there is no provision for defining the strength of a 

relation. However, as Wallace and Avrithis [14] states, 

relations among real life entities are always a matter of 

degree, and are, therefore, best modeled using fuzzy 

relations. Again, though many relations can be 

theoretically feasible, it is observed that entities 

participating in a relation, decides the significance of a 

relation in a domain. For example, Sekimizu and Tsujii 

[12] state that some of the most commonly occurring, 

hence useful relations in the domain of Molecular Biology 
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are activate, bind, interact, regulate, encode, signal and 

function. In addition to these, we further observe that the 

relational verb “bind” can be associated with different 

biological entities with different degrees of strength, 

where strength of a relation can be directly proportional to 

the frequency of occurrence of the specific associations in 

a standard collection of documents. For example we have 

observed that the relation “inhibitor of” occurs more 

frequently between protein molecule and protein 

complexes while the same relation is rare, though not 

impossible, between two protein molecules. Most of the 

existing biological ontologies like GENIA ontology, 

GENE ontology etc. represent concepts and taxonomical 

relationships like “is-a” or “part-of” and do not capture 

relations with variable degree of associations. 

Determining these relations and their strengths is a 

challenging problem required for designing efficient 

document retrieval schemes, for which deeper content 

analysis is required than just looking for presence or 

absence of concepts.   

In this paper, we propose an intelligent information 

extraction system with twin objectives. Firstly, the system 

uses an existing biological ontology (GENIA in this case) 

for intelligent information extraction from text 

documents. Secondly, the extracted information is used to 

enhance existing crisp ontology structures to fuzzy 

ontology structures, which can accommodate inter-

concept relationships with varying degrees of strength. 

The ontology-based text mining system employs named 

entity recognition in conjunction with NLP techniques to 

mine fuzzy relations linking ontology concepts from text 

documents. The definition of a fuzzy relation as defined 

in [10] is produced below. A fuzzy relation defined in the 

Cartesian products of the crisp sets U1, U2,  , Un, is a 

fuzzy set R such that 

R={((U1, U2,…, Un), µR (U1, U2,…, Un)) | (U1, U2,… , Un) 

∈U1 × U2 × … × Un} 

Where µR:  U1 × U2 × … × Un � [0,1] and the crisp 

Cartesian product U×V is defined as: 

U × V = {(u, v) | u ∈ U and v ∈ V} 

The proposed system alleviates several problems 

associated with biological entity extraction from text 

documents like irregular naming conventions used by the 

biologists, extensive crossover in vocabulary between 

classes, existence of synonymy, etc. through appropriate 

entity-concept mapping, which can be identified through 

natural language processing. The information extracted 

through deep text mining is not only used for ontology 

enhancement but is also stored in a structured data base, 

the design of which is also guided by the underlying 

ontology structure. The system helps users pose 

intelligent queries in an ontology-guided manner over the 

structured database. Queries can be formulated at various 

levels of specificity. For example, a user may pose a 

query containing concepts with different degrees of 

specification like “Which protein molecules are activated 

by NF-Kappa B?”, in which NF-Kappa B is a specific 

entity which is of type protein molecule, which is a more 

generic concept.  

 

1.1.   The GENIA Ontology 
 

Our work uses the GENIA1 ontology designed by Tateisi 

et al. to provide the base collection of molecular 

biological entity types and relationships among them [4]. 

We show how the existing GENIA ontology can be 

enhanced using information extracted from tagged 

MEDLINE documents. The existing GENIA ontology 

describes biological substances and sources (substance 

locations) in which substances are classified according to 

their chemical characteristics rather than their biological 

roles, since chemical classification of substances is quite 

independent of the biological context in which it appears, 

and therefore more stably defined. The biological role of a 

substance may vary depending on the biological context. 

Therefore, in this model substances are classified as 

proteins, DNA, RNA etc. They are further classified into 

families, complexes, individual molecules, subunits, 

domains and regions. The sources are classified into 

natural and cultured sources that are further classified as 

an organism (human), a tissue (liver), a cell (leukocyte), a 

sub-location of a cell (membrane or a cultured cell line 

(HeLa)). Organisms are further classified into multi-cell 

organisms, viruse, and mono-cell organisms other than 

virus.  

In this work we have worked with 2000 tagged 

MEDLINE abstracts, included in the GENIA corpus. The 

tags in these documents correspond to GENIA ontology 

classes. We have applied our framework on this corpus to 

extract and incorporate relevant Fuzzy relational concepts 

describing interactions between the biological substances, 

functions of the biological entities etc. into the GENIA 

ontology.  

The rest of the paper is organized as follows. We 

present a brief overview of some related works on 

ontology-based text processing systems and fuzzy 

ontology generation in section 2. Our framework for 

ontology-based text mining system to extract fuzzy 

relations text documents is explained in section 3. The 

applicability of the fuzzy ontology structure is presented 

in section 4. Finally, we conclude the paper with some 

future works in section 5. 

 

                                                 
1 http://www-tsujii.is.s.u-tokyo.ac.jp/GENIA/topics/ Corpus/ genia-

ontology.html    



2. Related Work 
 

The use of ontological models to access and integrate 

large knowledge repositories in a principled way has an 

enormous potential to enrich and make accessible 

unprecedented amounts of knowledge for reasoning. 

Ontology representation languages like DAML+OIL and 

OWL are based on Description Logics (DLs) thus 

enabling the knowledge representation systems to provide 

reasoning support as well [3]. A number of systems exist 

to help in the process of construction of domain 

ontologies, of which the most famous one is the Protégé
2
. 

 Liddle et al. [5] have developed an integrated tool that 

helps domain experts to create domain ontology. The 

created ontology is used to extract data from web 

documents that are thereafter stored in structured form. 

Velardi et al. in [13] have developed a text-mining tool to 

identify, define, and enter concept descriptions into 

ontology structures. Li and Zhong [6] presents an 

ontology-based abstract web mining model to gather 

information from multiple Web resources, based on user 

profiles. All the above work were targeted at general-

purpose ontology building. Muller et al. [7] have 

developed a system called “Textpresso” which provides 

facilities for ontology based information retrieval from 

Biological documents. This system stores the extracted 

information and facilitates semantic querying rather than 

simple keyword based search. Though, nearest to our 

system conceptually, Textpresso does not consider 

ontology enhancement.   

Creation of Fuzzy ontology structures have also 

received a lot of attention in recent times. Wallace and 

Avrithis [14] introduce fuzzy membership of concepts in 

existing semantic relations. They have also utilized such 

relations to estimate the context of the document, the 

context of the user and the context of the query, for the 

purpose of intelligent information retrieval. In their work, 

a few commonly encountered semantic relations are 

identified and their combinations are used to generate 

fuzzy, quasi-taxonomic relations. Traditionally, fuzzy 

ontology is generated and used in text retrieval [15], in 

which membership values are used to evaluate the 

similarities between concepts on a concept hierarchy. In 

this work, abstracts of papers from several IEEE 

Transactions have been manually typed and tagged based 

on their title, authors, publication date, abstract body, and 

author supplied keywords. In addition, the system extracts 

some keywords from the abstract body and then a fuzzy 

ontology is built on the collection of keywords. However 

manual generation of fuzzy ontology from a predefined 

concept hierarchy is a difficult and tedious task that often 

requires expert intervention. Quan et al. in [8] have 

                                                 
2 http://protégé.stanford.edu  

proposed an automatic fuzzy ontology generation 

framework on uncertainty data stored in a database. They 

have incorporated fuzzy logic into formal concept 

analysis to handle uncertainty information for conceptual 

clustering and concept hierarchy generation. But, this 

system is not designed to work on the fuzzy relational 

concepts present in unstructured or semi-structured text 

documents. 

 

3.   System architecture  
 

The proposed ontology-based text mining system is aimed 

at extracting fuzzy relational concepts from biological 

documents, which have been tagged according to a 

domain ontology. Extracted relations are accompanied by 

membership values that indicate the degree of co-

occurrence of the concepts. The ontology is enhanced by 

incorporating the fuzzy relations into it. Entities are not 

added to the ontology. All entities are stored in a 

structured database along with other relevant information 

for answering user queries efficiently. Figure 1 

demonstrates the architecture of the proposed ontology-

guided text mining system to enrich a biological-domain-

ontology with Fuzzy relations. Each relation has a 

strength based on its co-occurrence with a pair of 

Biological entities. The proposed system architecture has 

five major components. 

• Document Processor – This module accepts 

ontology-based tagged text documents as input and 

extracts sentences from it. The module uses a Parts-

of-Speech (POS) Tagger to assign a grammatical tag 

to every word in a sentence. Each document is 

converted into a tree of sentences. This module does 

not use the ontology tags.  

• Relational Verb Extractor – This module uses the 

ontology tags of the input document and also the tree-

structure generated by the Document Processor. It 

implements deep text mining principles based on 

NLP techniques to mine all relational verbs and their 

morphological variants from the document.  

• Biological Tag Association Extractor – This module 

exploits the domain ontology taxonomy relations in 

conjunction with the tree structure to identify 

frequently occurring associations between different 

types of biological entity tags. 

• Fuzzy Biological Relation Extractor – This module 

uses the relational verbs and their morphological 

variants extracted by Relational Verb Extractor, and 

the strongly-associated entity-tag pairs extracted by 

the Biological Tag Association Extractor, to identify 

feasible fuzzy biological relations, where feasible 

relations are those that have strength greater than 

system-specified minimum support. The same 

relational verb may be associated to multiple entity-

tag pairs with differing strengths.  



• Ontology Editor – This module is used to incorporate 

the extracted Fuzzy biological relations and their 

membership values into the existing domain 

ontology.  
Functional details about each module are given in the 

following sub-sections. 

 

3.1.  Document processor 
 

The Document Processor parses the text documents into 

sentences and assigns a document id, a name (Medline 

number), and a line number to them. It then filters stop 

words and Meta Language (ML) tags from the tagged 

documents and passes the documents through a Parts of 

Speech (POS) tagger to assign parts of speech to different 

words. A sub-set of stop words used by PubMed database 

is removed prior to processing. Some of these words are 

significantly, further etc. We however retain the 

prepositions in order to find the relational variants. 

Finally, every parsed document is converted into a binary 

tree structure which is recursively defined as follows: 

struct sentence{ 

 string  root_word 

 struct sentence * right_segment 

 struct sentence * left_segment; 

} 

Each sentence of a document and thereby the whole 

document is converted into an instance of the tree by 

distributing the tags in the following way:  

Root (R): A node that contains the right most VERB tag. 

Right Segment (Rs):  A node that contains all tags that are 

to the right of the tag considered at R 

Left Segment (Ls):  A node that contains all tags that are 

to the left of the tag considered at R. 

The equivalent context-free grammar for this is given as 

follows: 

Document (D) � Ls R Rs D | ∈ 

Ls � Ls R Rs | (E+N+A+J+R)
* 

| ∈  

Rs � (E+N+A+J+R)
* 
 

 R � V 

where, N, A, J, R and V are Noun, Adverb, Adjective, 

Preposition, and Verb tags respectively assigned by the 

POS tagger. E is the tag assigned by document processor 

to biological entity tags.  



An example sentence, taken from GENIA corpus, its 

filtered form along with the POS tags assigned by POS 

tagger to different words and the generated tree structure 

is shown in figure 2. The tree structure encodes all 

relevant information which can be effectively exploited 

by the extractor of relational verbs and their 

morphological variants, whose working principle is 

elaborated in the next section. 

 

3.2. Biological relational verb extractor 
 

This module has dual purpose. It uses the binary tree 

representation of the document sentences to extract the 

relational verbs present in the text documents. To obtain 

only relevant Biological verbs, we have considered only 

those verbs that are surrounded by biological entities. 

This constraint automatically filters the common verbs 

used in the text documents, even if they have very high 

TF. To extract biological relational verbs, only those non-

leaf nodes of the tree are considered, whose immediate 

inorder predecessor and successor both contain at least 

one biological entity tag. Each relational verb is 

accompanied by its strength computed by its Term 

Frequency (TF). We employed a lower cut-off of 50 i.e. 

only those biological relations that occur at least 50 times 

in the collection are retained for further consideration. By 

applying these rules on the GENIA Corpus, 24 stem verbs 

were extracted by the system that can represent a valid 

relationship among biological entities and their locations. 

The selected verbs along with their frequency counts are: 

Induce (1000), inhibit (607), activate (507), express 

(426), regulate (335), mediate (308), contain (267), 

associate (265), stimulate (252), enhance (197), suppress 

(127), affect (115), interact (110), produce (109), bind 

(107), contribute (97), correlate (90), encode (90), 

modulate (60), promote (59), exhibit (57), characterize 

(52), respond (52), generate (50). Figure 3 depicts the 

frequencies of the various verbs observed in the 

collection. These frequencies include all occurrences of 

the root verb or its morphological variants. It may be 

noted that the most frequent set of relations identified 

include those seven that were identified by Sekimizu and 

Tsujii [12]. 

After this the Relational verb extractor module finds all 

possible morphological variants of the extracted verbs, 

from the document collection. It uses the extracted verbs 

along with the binary tree structure created by the 

document processor. Algorithm Morphological Variants 

presented in Figure 4 states how morphological variants 

are recognized. Some of the key behavioral features of the 

morphological variants extraction mechanism are: 



(i) Prepositions and partial pattern matches play key roles 

in identification of morphological variants of relational 

verbs. (ii) Only those prepositions are considered whose 

immediate inorder predecessor is a biological relational 

verb (iii) A sentence may have zero or more 

morphological variant(s).  

 

3.3. Biological tag association extractor 
 

This module uses the underlying domain ontology and the 

binary tree representation of the documents to extract 

frequently co-occurring tags in the document. Each 

association between a pair of tags is assigned a strength 

computed using term frequency (TF) and inverse 

document frequency (IDF) [11] as follows. Since an 

entity occurs in a document in association to a tag, the TF 

of a tag in a document denotes the total number of times 

the tag occurs in the document in the context of any entity 

of that type. Weight Wij of tag Ej in document Di is 

computed by the following formula  

Wij = Eij × log(N/nj) ………………….(i) 

where Eij is the frequency of the j
th

 entity Ej in document 

di, log(N/nj) is the inverse document frequency of entity 

Ej, N is the total number of documents in the collection, 

and nj is the number of documents that contain the entity 

Ej. The strength of association between a tag pair Ej and 

Ek is computed as  

where ⊗ denotes a fuzzy conjunction operator which is 

taken as a min operator in our case.  

  

Table 1. Tag pair associations Table 1. Tag pair associations Table 1. Tag pair associations Table 1. Tag pair associations     

Entity-1 (E1) Entity-2 (E2) 
Strength 

µµµµ (E1, E2) 

protein_family_or_group Protein_molecule 0.77 

DNA_family_or_group DNA_domain_or_region 0.68 

DNA_family_or_group cell_line 0.33 

cell_type DNA_family_or_group 0.27 

RNA_molecule protein_complex 0.14 

protein_subunit Virus 0.09 

Nucleotide mono_cell 0.00 

Nucleotide Carbohydrate 0.00 

 

A threshold value may be applied to filter all weakly 

associated fuzzy tag associations. A partial list of 

extracted tag associations along with their strength of co-

occurrence is shown in table 1.  

 

3.4. Fuzzy biological relation extractor 
 

This module compiles the frequently occurring 

combinations of the relational verbs and their 

morphological variants in conjunction with the associated 

tag pairs extracted by the Biological Tag Association 

Extractor. These relations are called the frequent fuzzy 

relations, where a relation defined between a pair of 

biological tags (Ei, Ek), is associated with a membership 

value µ (Ej, Ek). It is found that a number of tag-pair 

combinations never co-occur in the corpus. This 

information is utilized during guided query formulation. 

Thus the system obtains the frequently occurring triplets 

of the form <E1, V, E2> very efficiently. The 

membership value associated with a relation triplet is its 

normalized frequency of occurrence. 

Table 2. Instances of Fuzzy Biological Relations Table 2. Instances of Fuzzy Biological Relations Table 2. Instances of Fuzzy Biological Relations Table 2. Instances of Fuzzy Biological Relations 
extracted from GENIA corpusextracted from GENIA corpusextracted from GENIA corpusextracted from GENIA corpus    

Entity-1 
Relational 

Verb 
Entity-2 

Membership 

Value 

Mono_cell Induces in Protein_molecule 1.00 

protein_molecule Inhibit in Protein_molecule 1.00 

protein_molecule expressed 

with 
cell_type 1.00 

protein_molecule Affects cell_type 0.67 

protein_subunit associates Protein_subunit 0.50 

Cell_type activated 

with 
Protein_molecule 0.40 

Cell_type contained in cell_type 0.33 

Nucleotide Mediate Lipid 0.00 

Obviously, triplets <E1, V, E2> and <E2, V, E1> may not 

be associated with same membership value. For example, 

E1 activates E2 does not imply that E2 activates E1. The 

tree structure of a sentence determines whether it supports 

the relation <E1, V, E2> or <E2, V, E1> when all three of 

them are present. A partial list of generated Frequent 

Fuzzy Relations along with their membership values is 

shown in table 2. As is obvious from table 2, two of the 

most frequently occurring relations are “induces-in” and 

“expressed with” defined between mono-cell and protein 

molecule, and a protein molecule and cell type 

respectively.  

 

3.5. Ontology editor 
 

This module is used to incorporate the extracted fuzzy 

relations along with their membership values into the 

existing domain ontology. We have used Protégé for the 

said purpose.  



4.   Fuzzy ontology guided query processing  
 

The ontology-guided query interface shown in figure 5, 

helps the user to pose his/her queries intelligently by 

activating different tags and displaying the extracted 

fuzzy relations. The user has the flexibility to choose 

GENIA tag names or provide specific entity names for 

formulating queries. For a GENIA tag, or a known entity, 

the interface guides the user to extend the queries by 

displaying valid relation names and domain tags, where 

the relations are arranged according to decreasing 

strengths. Fuzzy relations can also be intelligently used to 

accept/reject the user’s queries. For example, if a user 

query includes nucleotide and mono_cell along with any 

relating verb (indicated by *) then the query is rejected 

even without searching the huge corpus, since it is known, 

due to their association strength zero, that no document 

contains any such combination of tags. A sample query 

“protein-molecule activates NF-Kappa B” is shown in the 

figure, and the corresponding MEDLINE sentences that 

satisfy it are also shown. It may be noted that information 

extraction can be done from all tagged abstracts thereafter 

efficiently, provided the distribution of verbs remain 

similar. However, when distributions change drastically, 

fuzzy relations may be learnt afresh.  

 

5. Conclusion and future work 
 

In this paper we have presented an ontology-based text 

mining system that extracts fuzzy relations from 

biological texts and enhances the traditional biological 

ontological structures with these. The enhanced ontology 

structure helps in increasing the effectiveness of the 

information extraction process and also guides the user to 

pose queries in a more focused way. Presently, the system 

is being integrated with a tag predictor system, for tagging 

new MEDLINE documents. The integrated system is also 

being extensively experimented for focused query 

processing.  
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