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Abstract—In this paper, we present a hierarchical attention-
based deep neural network model for socialbots detection in
online social networks through modeling user behavior at two
levels of granularity leveraging profile, activity, temporal, and
content information. The proposed approach is novel from
two perspectives – (i) it models user representations using a
comprehensive set of profile and behavior information, and (ii)
it applies hierarchical attention mechanism at both low-level and
high-level user representations. The proposed approach jointly
models profile, temporal, and activity information as sequences,
which are given as input to a two-layer stacked BiLSTM, while
content information is given to a six-layer CNN. On evaluation,
our model performs significantly better in comparison to the
baselines and state-of-the-art methods.

Index Terms—Social network analysis, Socialbot detection,
Hierarchical attention, Convolutional neural network, BiLSTM.

I. INTRODUCTION

In the 21st century, Web 2.0 based OSNs are one of the
impactful human innovations. OSNs have revolutionized the
scope and experience of human communication by facilitating
real-time information broadcasting. Around the world, nearly
one in every two users is using OSN1 and it is particularly
high among the young generation. OSNs facilitate the users
in information sharing, connectivity, and entertainment, but
adversaries also misuse them for malicious activities. The
large user-base, real-time message broadcasting, anonymity,
and open nature have made OSNs as facilitating platforms
for malicious activities like trolling, astroturfing, spamming,
and rumor. Such malicious activities are generally performed
using fake profiles in the form of bots, human-assisted cy-
borgs, Sybil, and compromised accounts. Now, OSN platforms
are facing newer threats like astroturfing, propaganda, spear
phishing, which are more sophisticated in comparison to the
traditional cyber threats like spamming, DDoS attack, and
identity theft. Among various malicious actors, automated
profiles (aka socialbots) are responsible for various modern
illicit activities, such as political astroturfing [1] and rumor
[2]. Varol et al. [3] have estimated that approximately 9% to
15% of Twitter accounts are socialbots. Though socialbots
can be used for both positive and negative activities, their
disruptive and malicious role in major political events like

1https://www.statista.com/statistics/278414/number-of-worldwide-social-
network-users/

in 2016 USA presidential election, Brexit referendum [1],
Arab spring protest [4] has labeled them as devils. As a
result, researchers are analyzing different malicious aspects of
socialbots [5]. In addition, researcher have injected socialbots
in OSNs to investigate their potential [6].

In the existing literature, most of the popular and efficient
methods for socialbots detection are based on supervised
learning, wherein a set of hand-crafted features from vari-
ous categories are defined, and machine learning models are
trained to segregate the bots and benign users [7]–[9]. The
feature engineering process is a manual and time-consuming
task incorporating human biases and deficiencies. In the
second line of approaches, researchers have proposed graph
partitioning-based methods to detect the groups of socialbots.
Apart from feature engineering and graph partitioning-based
approaches, researchers have proposed behavior and temporal
modeling-based approaches for socialbots detection [10]–[12].
Although behavior modeling-based approaches are indepen-
dent of feature engineering, they model users exploiting only
one behavior, either temporal [11], [12] or posting type [10].
Therefore, these approaches can detect either one or other
type of socialbots, not both. To circumvent the complicated
process of feature engineering, researchers are using the ad-
vancement in deep neural networks towards socialbots detec-
tion. However, it is still unexplored except few approaches
[13], [14]. These approaches have not utilized all the aspects
of users to model their automation; e.g., [13] is based on
only profile information, whereas [14] exploits only temporal
and content information. This paper fills this vacuum and
models OSN users integrating the cues from their profile,
temporal, activity, and content information and model them
at two levels of granularity. Further, it applies hierarchical
attention mechanism at both the level of user representations
to assign variable weight to each information depending on
their importance. This paper has three levels of novelty – (i) it
exploits the strength of feature engineering through a simple
representation of different information using vectors of raw
data like profile information and avoids the tedious task of
human-assisted feature crafting, (ii) unlike traditional behavior
modeling approaches of presenting models based on only one
behavior, proposed model integrates the cues from four aspects
of users behavior, and (iii) finally integrate the cues from (i)
and (ii) and fuse them with a hierarchical attention-based
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neural network model exploiting the strength of modern deep
neural network techniques to find the regularities in sequential
data representing the users behavior.

II. RELATED WORK

The existing literature has several approaches for socialbots
detection which can be classified into different categories.
Based on the methodology, we have classified the socialbots
detection methods into four categories, namely (i) feature
engineering-, (ii) graph partitioning-, (iii) behavior modeling-
, and (iv) deep learning-based methods. A brief review of
literature of each of these categories of methods is presented
in the following paragraphs.

In feature engineering-based approaches, hand-crafted fea-
tures are designed based on information extracted from users’
profile, connection network, textual content, and other ac-
tivities, and machine learning models are trained on the
labeled training dataset [15], [16]. Service providers have also
started developing their adversarial detection approaches like
Facebook developed Facebook Immune System [17],
which monitors every read and write actions on the database
and label them as malicious or benign. Authors in [9], [18]
have used profile-, content- and interaction-based features to
segregate the spambots from benign users and evaluated it
over different OSN datasets. In one of the most efficient and
popular approaches, Devis et al. [7] designed more than 1000
features to train a random forest classification model to label
an OSN user as socialbot or benign. Unlike [19], [20], most
of the existing machine learning approaches characterize users
based on their attributes, instead of characterizing users based
on their connecting users and associated communities. To this
end, [8] proposed a machine learning approach for socialbots
detection on Twitter. Feature engineering-based classifica-
tion systems can be easily circumvented by socialbots through
manipulating their behavior as per the defining features of
the underlying detection system. Additionally, handcrafting of
features is a time consuming and tedious task. The second cat-
egory, graph partitioning-based approaches assume that Sybil
or socialbots cannot create sufficient connections with benign
users, and researchers exploit this intuition to model and parti-
tion the connection network/graph. The existing literature has
several approaches during the early days of the problem [21],
[22]. Cao et al. [22] presented a scalable and computationally
efficient method, SybilRank, to define the likelihood of OSN
users of being malicious based on their structural properties in
a manner that malicious users are ranked lower. Cao and Yang
[23] presented an efficient Sybil defense system employing
negative feedback on users to detect attack edges. In [24],
the authors first presented an analysis of a socialbot injection
experiment. Further, they modeled the OSN users as a graph
and applied the Markov clustering to detect the socialbots
operating in a coordinated manner. The existing literature also
perform the behavior modeling of user activities for detecting
socialbots. Zhang et al. [25] performed Pearson χ2-test on
users tweets-time for detecting automated accounts. Pan et al.
[12] presented a burstiness-based approach to categorize the

socialbots and benign users. Similarly, existing literature has
a number of other behavior modeling-based approaches for
socialbots detection [10], [11], [26].

Recently, researchers have started exploiting the advance-
ment in the deep learning techniques for socialbots detection.
In a first approach of this kind, [14] jointly modeled the
behavior and textual information of users towards socialbots
detection. Similarly, Ping et al. [27] presented another deep
learning-based model for bots detection with a joint modeling
of users based on their temporal and content information.
These two approaches do not incorporate any information
regarding the type of activities such as tweet, retweet, quoted
tweet performed by the users. Further, they have neither
exploited the profile information nor modeled the sequence of
time intervals between consecutive tweets, which have already
been used by many researchers for bots characterization and
detection [11]–[13]. In another approach, [13] just used profile
information along with SMOTE [28] to detect the socialbots.
However, none of the deep learning-based approaches has
utilized the hierarchical attention mechanism to assign variable
weights at two levels of granularity.

III. PROPOSED MODEL

Figure 1 presents the proposed hierarchical attention-based
deep neural network model for socialbots detection which is
described in the following sub-sections.

A. Low-Level Feature Encoding

This layer extracts fine-grained users behavior and charac-
teristics based on their profile, temporal, activity, and content
information. The sequential pattern using profile, temporal,
and activity information is modeled using BiLSTM while
content information is encoded using CNN. In sequential
modeling, LSTM only incorporates historical information from
a sequence avoiding the future information. BiLSTM resolves
this issue incorporating both the historical and future contex-
tual information of a sequence. Further, deep RNN has better
low-level feature representation and greater model complexity
[29]. Therefore, to incorporate historical and future contextual
information on sequential data along with having better low-
level feature representation, this paper uses two-layer stacked
BiLSTM. For an input feature vector f , the forward compo-
nent of BiLSTM process it from f1 to fn to get the historical
context whereas backward component process it from fn to
f1 to get the future context. Mathematically, for each fi ∈ f ,
the historical and future contexts-based hidden states and its
annotation are learned as defined in Equations 1-3. Similarly,
CNN process data in tabular form that consists of two layers
– convolution and pooling. In convolution layer, convolution
operation is performed to extract high-level feature map out of
the input tabular data, whereas pooling layer performs pooling
operation to extract important features from the feature map.

←−
h i =

−−−−→
LSTM(fi) (1)

−→
h i =

←−−−−
LSTM(fi) (2)

hi = [
←−
h i,
−→
h i] (3)



Fig. 1. Hierarchical attention network-based deep neural network model

1) Profile Representation: To evade the detection mecha-
nisms, generally botherder manually create profiles to look
them real. However, vital information such as follower count,
following count, status count are based on their automation
mechanism; therefore, these information will still exhibit cer-
tain pattern [13]. To detect the socialbots having regularities
in their simple profile information, our proposed approach
models the users identity-related information using 10 basic
features like deafult profile status, verified or not, follower
count. To avoid manual feature crafting, the proposed model
uses information directly extracted from the user profiles. The
profile feature vector of an OSN user u is denoted by Pu.

2) Temporal Behavior Representation: To observe the reg-
ularity and automation of accounts, modeling of tweets time is
vital. In terms of temporal behavior, bots are – (i) either pro-
grammed to be active at a specific point of time representing
their diurnal pattern or (ii) they are programmed to be active
after some specific time-interval representing their periodic
pattern. The proposed approach models the two types of the
temporal pattern of a user u using temporal information of
either the 30 day activities (if available) or a minimum of 100
activities. The above two types of modeling uses the temporal
information of all the four types of tweeting activities – plain
tweet, retweet, quoted tweet, reply. The modeling of two types
of the temporal behavior of u is presented in the following
paragraphs.

(a) Diurnal Behavior Representation: We divide the
Twitter timeline of u in days, wherein each day
d ∈ D is divided into a sequence of time-intervals
of 1 minute, say, τ = {τ1, τ2, . . . , τ1440} because 1
day=24× 60 minutes, where D is the number of days
between the first and last crawled tweets of u used in
this study. Thereafter, number of tweeting activity by

u in a particular minute of the day d is assigned to the
respective minute of the day vector du. For example, if u
performs 2 retweeting activity, posts 1 tweet, and replies
to a tweet during 1 minute time-interval between 1 : 30
to 1 : 31 AM i.e. 91th minute of ith day di, then 91th

index of ith day temporal vector diu is assigned a vlaue
of 4. Finally, diurnal temporal behavior representation of
diu is {dvi1, dvi2, . . . , dvi1440}, where dvi1 represents the
number of activities performed by u in the first minute
of di. Similarly, diurnal temporal vector is generated for
each of the 30 days if the tweets are available otherwise
zero vectors are created. Finally, we concatenate the
diurnal temporal vector of each day of u to create
the final diurnal temporal vector Du of u as given in
Equation 4.

Du = {d1u, d2u, . . . , d30u } (4)

(b) Periodic Behavior Representation: As discussed, bots
can be programmed to be active at a fixed interval of
time representing the periodic pattern in the inter-tweets
time. This behavior of users is modeled to segregate the
socialbots and benign users. To this end, we compute
the inter-tweets time between every pair of consecutive
activities. Given a user u, let T1 and T2 represents the
times of tweets activities t1 and t2, respectively, then
∆T(1,2) = T2 − T1 represents the inter-tweets time
between tweets t1 and t2. Similarly, we find the inter-
tweets time between every pair of consecutive tweets
and the resultant set of all ∆T over a set of N tweets
of u is represented using Tu, as given in Equation 5.

∆Tu = {∆T(1,2), . . . ,∆Ti,i+1, . . . ,∆TN−1,N} (5)

3) Activity Behavior Representation: In OSNs, botherders
program socialbots to perform different activities like tweets,
retweets, replies, quoted tweets, or a combination of these,
as per the requirement. Though socialbots can perform every
possible activity like benign users, they will follow certain
distribution regarding when and what type of activity to
perform next? We selected a maximum of 100 tweets for each
user to encode their activity behavior. An equal number of
activities are selected for each user to ensure that the length
of the encoded activity behavior representation for each user
is the same. Each of the four activities is encoded by a unique
number – plain tweet by 0, retweet by 1, and reply by 2, quoted
tweets by 3. For example, given the recent 100 activities from
the timeline of a user u, its activity-based behavior can be
encoded as {01, 12, 13, 04, . . . , 2100}, where 13 represents that
3rd activity of u is a retweet. Formally, the activity behavior
representation of u is shown in Equation 6, where ai represents
the encoded value corresponding to the ith activity.

Au = {a1, a2, . . . , ai, . . . , a100} (6)

4) Content Behavior Representation: In existing literature,
content quality has always been used as an indicator of
malicious behavior [8]. Given, a user u has posted N tweets,



say, t1, t2, . . . , tn, first, tweets are sorted in chronological
order. Thereafter, each tweet ti is tokenized using keyspace
and each token (word) w∈W is replaced with d-dimensional
GloVe embedding vectors. As a result, ith tweet ti of u
is represented as a matrix mui ∈ R|W |×d. Similarly, each
of the N tweets of u is represented as 2-dimensional word-
embedding matrix. Finally, all the matrices are concatenated
and represented as a 3-dimensional matrix Mu ∈RN×|W |×d,
which is passed through a six-layer CNN containing 2 max
pooling layers, placed after 2nd and 4th convolutional layers,
respectively. Each convolution layer contains k filters, each of
size s× s. The tweets are organized as a 3D matrix so that it
can learn both the intra- and inter-tweets pattern. The encoded
content behavior representation of u is denoted by Cou.

B. Low-Level Attention

Not each value of a particular behavior vector contributes
equally to that behavior. To this end, we use the attention
mechanism to assign variable weights to different values of a
particular behavior vector. To this end, first, each behavior
vector except Cou is passed through a two-layer stacked
BiLSTM to learn the annotation of its features using Equations
1-3. Thereafter, the annotation of a feature is passed through
a dense layer to get its hidden state representation using
Equation 7, where w and b represent the weight and bias,
respectively.

For example, profile vector Pu is passed through a two-
layer stacked BiLSTM to get the encoded representation of
its features using Equations 1-3. Suppose, the hidden state
representation of a particular feature f ∈ Pu is hf , then it
is given to a dense-layer to learn the hidden representation,
h′f using Equation 7. Thereafter, similarity between h′f and a
vertex vector vf is calculated to find the importance of f ∈Pu
using Equation 8, where vf is the high-level representation
of the feature’s importance which is randomly initialized
and jointly learned during the training process [30]. Finally,
attention-based weighted representation of Pu is learned as a
weighted sum of the hidden representation of each f ∈ Pu
using Equation 9 and it is represented as Pu. Similarly, the
same procedure is repeated for Du, ∆Tu, Au to learn the
attention-based weighted representation T Du , T Pu , and Au
respectively. Furthermore, in case of content behavior repre-
sentation, Cou is passed through a six-layer CNN followed
by attention mechanism to learn the attention-based weighted
representation Cu.

h′f = tanh(whf + b) (7)

αf =
exp(h′fvf )∑
f exp(h

′
fvf )

(8)

Pu =
∑
f

(αfhf ) (9)

C. High-Level Feature Encoding

Following the modeling of five behavioral aspects of a
user u, this section concatenates the low-level feature rep-

resentation from section III-B together such that Bu =
{Pu, T Du , T Pu ,Au, Cu}.

D. High-Level Attention

Each of the five behavior components does not have equal
contribution towards socialbots detection. Therefore, to assign
a weight to each behavior component Bcu ∈ Bu, we apply
high-level attention using Equations 10 and 11, where vc is
the high-level context vector, randomly initialized and jointly
learned during the training process. The final representation of
u, represented as Uu, is the weighted sum of each of the five
components as given in Equation 12.

Bcu
′ = tanh(wBcu + b) (10)

αc =
exp(Bcu

′T vc)∑
β exp(B

c
u
′T vc)

(11)

Uu =
∑
c

αcB
c
u (12)

E. Bot Classification Layer

The final user vector Uu is the higher-level representation
of a user comprising of all the features and passed through a
softmax layer for classification.

IV. EXPERIMENTAL SETUP AND RESULTS

This section presents a brief description of evaluation
datasets, applied experimental settings, evaluation results, and
comparative analysis.

A. Dataset Preprocessing

The proposed model is evaluated over the dataset pro-
vided by [31] which includes three socialbot datasets, namely,
social spambots#1 (SD1), social spambots#2 (SD2), social
spambots#3 (SD3), and one dataset of genuine users (GD).
We evaluate the presented model over the three socialbot
datasets individually to investigate its efficiency over different
categories of socialbots. Moreover, we evaluate the robust-
ness of the proposed model against different categories of
socialbots over a fourth dataset, SD4, by mixing the first three
socialbot datasets. The reason behind the generation of SD4

is that existing approaches detect well a particular category
of socialbot but fail for other categories [32]. The evaluation
datasets contain the users who have posted at least 100 tweets.
In each of the four discussed datasets, genuine users (negative
class) are selected from genuine dataset GD. Table I presents
the statistics of datasets, wherein original column denotes the
number of users in the original version of the underlying
dataset and final column denotes the number of users extracted
for evaluation after filtering the users having less than 100
tweets. We can analyze from the table that except SD2, the
ratio of socialbots and benign users is skewed. Therefore, we
evaluate the proposed model on two versions of the datasets –
balanced and original (imbalanced). In the balanced version,
the number of benign users in each dataset is equal to the
number of socialbots in the underlying dataset. In the case of
SD1 and SD3, as the number of benign users is more than



TABLE I
STATISTICS OF THE DATASETS

Dataset
#User accounts

Original Final

SD1 991 991

SD2 3457 2107

SD3 464 461

SD4 4912 3559

GD 3474 1973

socialbots, we randomly sample the equal number of genuine
users from GD like random sampling of 991 genuine users for
SD1. However, in the case of SD2 and SD4, as the number of
genuine users is less than socialbots, we generate the remain-
ing number of genuine users using an oversampling method
called SMOTE. In the case of the imbalance evaluation, we
take the available number of socialbots and genuine users.
For example, in the case of SD1, the number of socialbots
and genuine users will be 991 and 1973, respectively.

TABLE II
PERFORMANCE EVALUATION RESULTS OVER BALANCED AND

IMBALANCED VARIANTS OF THE DATASETS

Dataset
Results on balanced dataset Results on imbalanced dataset

DR Pr F1 Acc DR Pr F1 Acc

SD1 100.00 100.00 100.00 99.62 99.64 100.00 99.81 99.83

SD2 98.83 99.33 99.08 98.87 99.43 99.45 99.42 99.51

SD3 100.00 100.00 100.00 100.00 98.40 99.45 98.86 99.38

SD4 98.31 98.11 98.23 98.57 98.10 98.95 98.44 97.90

B. Training Details

The presented approach uses 80% data to train the mod-
els, which are validated on the remaining 20% of the data.
We used two-layer stacked BiLSTM, having 256 memory
cells at each layer, as the user representation layer to learn
profile, temporal and activity representations. We also used
six-layer CNN having 256 filters of 3× 3 at the first three
layers, followed by a max pooling operation of 3× 3. At
the last three layers, 256 filters of 2× 2 are further used,
followed by a max pooling operation of 2×2. In CNN, we
performed two-dimensional operation because a user’s tweet
content is mapped to a three-dimensional matrix like image
representation. The three-dimensional content representation
captures better latent features from intra-tweet and inter-tweets
perspectives. The user representation layer follows a dense
layer with 1024 neurons. The dense layer performs a dropout
operation of 0.5 to reduce the over-fitting effect. The final layer
is a softmax function having two neurons for classification. We
use adam as an optimizer.

C. Performance Evaluation Results

We evaluate the proposed model on the balance and imbal-
ance versions of four socialbot datasets. Table II presents the
performance evaluation results on the balance and imbalance
variants of four datasets. We can observe that in the case of
the balanced dataset, the proposed model consistently shows

good results in terms of all the four evaluation metrics. We
can also observe that even in some cases, the proposed model
shows perfect performance. However, over the imbalanced
dataset, the performance is slightly lower in comparison to
the balanced dataset.

We also performed a comparative performance evaluation
to establish the efficacy of the proposed model in classifying
the socialbots and genuine users on Twitter. We performed
comparative analysis with three baselines and three SOTA
deep learning methods [13], [14], [27]. We implemented the
comparison approaches employing all the parameters dis-
cussed in the respective papers. We also built three base-
lines using the proposed model based on different variants
of neural networks. Baseline-1 uses LSTM instead of
BiLSTM without attention mechanism. Baseline-2 uses
LSTM with the attention mechanism. Finally, Baseline-3
excludes the attention mechanism to observe its impact over
the performance evaluation. We performed all the compar-
ative performance evaluation over the original (imbalanced)
version of the dataset. Table III presents the comparative
performance evaluation results. We can observe that except for
two, the proposed hierarchical attention-based model shows
better performance in comparison to the comparative models
for all cases. On investigation, we found that the DNNBD
model [13] shows a highly inconsistent performance when
we repeat the same experiment many times. Therefore, the
average evaluation results of DNNBD are significantly low in
comparison to the proposed model. In Table III, the best
performance evaluation result for each case is shown in bold
typeface. We can observe from the table that among the
three comparative deep learning models, DBDM [14] shows the
best and DNNBD [13] shows the worst performance. We can
also observe that the baseline methods also show comparative
performance because these are nearly similar to the presented
model in terms of configuration. Furthermore, we can observe
that the more similar a baseline is to the proposed model in
terms of configuration like Baseline-2, the closer is its result
to the proposed model.

V. CONCLUSION AND FUTURE WORK

In this paper, we have introduced a hierarchical attention-
based neural network model for socialbots detection in OSNs.
The proposed approach models an OSN user exploiting five
different behavior representations extracted from temporal,
activity, and content information. The user behavior is jointly
modeled using CNN and BiLSTM architectures at two-levels
of granularity. The temporal and activity information is mod-
eled as sequences, which are given to a two-layer stacked
BiLSTM, whereas content information is passed to a six-
layer CNN. Additionally, hierarchical attention mechanism is
applied at both low-level and high-level user representations.
On experimental evaluation, the proposed model performs
better in comparison to the five state-of-the-art socialbots
detection methods of different categories. In the future, we
plan to evaluate the proposed model on multiple datasets from
different sources. We also plan to develop an API of the



TABLE III
COMPARATIVE PERFORMANCE EVALUATION RESULTS OF OUR PROPOSED MODEL

Approach
SD1 SD2 SD3 SD4

DR Pr F1 Acc DR Pr F1 Acc DR Pr F1 Acc DR Pr F1 Acc

Proposed model 99.64 100.00 99.81 99.83 99.43 99.45 99.42 99.51 98.40 99.45 98.86 99.38 98.10 98.95 98.44 97.90

DNNBD [13] 73.72 77.66 75.63 78.20 79.50 79.62 79.56 79.72 43.38 80.32 56.33 66.48 64.21 69.82 66.89 66.68

DBDM [14] 97.83 100.00 98.82 99.32 98.66 98.00 98.25 98.80 94.27 98.26 95.89 98.54 95.71 99.05 97.29 95.85

DeBD [27] 97.49 97.73 97.59 97.74 98.39 99.10 98.76 99.12 95.54 96.01 95.81 97.92 95.40 96.21 96.66 95.26

BotOrNot [7] 86.10 83.27 84.66 96.66 98.82 98.46 98.63 98.44 88.71 86.88 87.78 96.69 96.92 98.69 97.79 97.30

DeBot [11] 2.03 42.85 3.87 89.22 0.12 33.33 0.23 42.50 2.62 55.55 5.00 86.66 0.50 71.42 0.99 38.30

Baseline-1 98.89 97.91 98.93 98.37 97.80 99.12 98.81 98.89 95.00 96.42 95.53 98.76 96.16 97.94 97.11 96.12

Baseline-2 99.19 98.39 98.79 98.78 98.46 99.30 98.87 99.01 96.41 99.26 97.61 98.76 95.06 98.95 96.88 95.79

Baseline-3 98.38 96.91 97.64 97.61 98.10 99.06 98.65 98.83 98.34 96.83 97.92 98.97 97.01 98.76 96.74 99.55

proposed model that can be used by the academic community
and others for research purposes.
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